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Abstract

Snowmelt dominated watersheds which contain forests yield approximately 60% of the global freshwater runoff. Forest snow interception ranges from 0 to 60% of the total annual snowfall in these areas and creates large snow storage differences between open and forested environments. Snow sublimation rates are much higher in the canopy than in the open and range up to 50% of the total annual snowfall. This large range of interception when paired with a similarly large range in sublimation makes interception the single most dominant physical process to determine runoff from forest areas which house snow. There have been a significant number of snow melt models which included canopy snow interactions. However these models could not reproduce the natural heterogeneity in under-canopy snow cover due to an overly simplistic representation of interception processes. This thesis represents the steps toward the development and implementation of a new interception model valid for discrete time steps, various scales (individual canopy element to forest stand scale) and heterogeneous canopy structures. For the first time, this new model has allowed for the spatial variability of forest snow to be modeled.

Seven forested and two open field areas were set-up in the Summer / Fall 2012 surrounding Davos, Switzerland, with 1982 surveyed and marked points for a three year study. During the 2012-2015 winter seasons, interception, under-canopy snow depth (SD), and under-canopy snow water equivalent (SWE) measurements were made at these points, constituting the largest interception field study performed to date (total of ~84000 manual measurements). Aerial LiDAR data (ALS) were also available at all field areas from a flyover in 2010.

Leaf area index (LAI), canopy closure (CC), and potential incoming solar radiation (PISR) were derived at all field points from the conversion of the birds-eye ALS perspective into a ground viewpoint angular perspective (synthetic images). The synthetic images, demonstrated better correlations than standard ALS methods (r: 0.93 for CC, r: 0.83 for LAI and r: 0.90-0.94 for PISR) when compared to the parameters derived from hemispherical photos at 112 ground points. Novel forest structure metrics were also created at each field point in order to describe the location of the points relative to canopy gaps. Two new metrics,
‘mean distance to canopy’ and ‘total gap area’ displayed the highest correlations to interception. Unlike the variable pairing (LAI and CC) found in the standard model, no cross correlation was present. The new metrics were used in tandem with CC, to define the maximum interception capacity (Imax) of a canopy element.

Two physical processes, snow bridging and branch bending were apparent at the field points and an interception efficiency function (interception / precipitation) based upon precipitation values was formulated to mimic these processes. Imax and the efficiency distribution were then integrated to formulate a conceptual model of interception based upon the snow interception measurements. This model displayed a ~27% increase in $R^2$ (from 0.39 to 0.66) and a ~40% reduction in RMSE (from 5.19 to 3.39) as compared to previous models at the point scale. When up-scaled to larger grid sizes, the model demonstrated further increases in performance.

Due to the inclusion of forest structure parameters (mean distance to canopy and total gap area) in the new model, modeled interception was able to mimic the canopy structure layout, while prior modeling efforts demonstrated homogenous interception estimations even under highly heterogeneous canopy conditions. The large variance of estimated interception between points from the new model translated to approximately double the variance of under-canopy SD, under-canopy SWE and snow on canopy sublimation when compared to prior models. This variance was dictated by the canopy structure, and analogous to the interception estimates, demonstrated a much better fit to the field data than prior modeling approaches.

The pairing of snow bridging and branch bending with the forest structure parameters has allowed, for the first time, accurate representation of the extreme spatial variability of forest snow in a model environment. The effects of interception on under-canopy snow melt processes can now be represented and related to canopy structure characteristics. These improvements not only provide better representations of interception and under-canopy snow at the point scale, but they also allow for improved snow modeling over larger areas.
Zusammenfassung


Aus den ALS-Daten wurden künstliche Bilder der Vegetation aus der Bodenperspektive erzeugt, um den Blattflächenindex (LAI), den Kronenbedeckungsgrad (CC) und die potentielle Sonneneinstrahlung (PISR) zu berechnen. Die neuartige Bestimmungsmethode dieser Parameter lieferte gegenüber traditionellen ALS Methoden wesentlich bessere Ergebnisse (r: 0.93 bei CC, r: 0.83 bei LAI und r: 0.90-0.94 bei PISR). Ausserdem wurden neue Parameter entwickelt, um die Lage der Vergleichspunkte in Beziehung zur Waldsturktur zu beschreiben. Zwei dieser neuen Waldstrukturparameter (mean distance to canopy, total gap area) korrelierten stärker mit der gemessenen Interzeption als traditionelle Parameter. Ausserdem zeigten die üblicherweise in Schneemodellen verwendeten Parameter LAI und CC eine starke Kreuzkorrelation, welche bei den neuen Waldstrukturparametern nicht auftritt. Die neuen Waldstrukturparameter wurden in Kombination mit CC verwendet, um die maximal mögliche Interzeption an einem Ort (Imax) zu bestimmen.

Die beiden physikalischen Prozesse der Schneebrückenbildung (‘snow bridging’) und des Biegen der Äste unter der Schneelast (‘branch bending’) wurden an allen Vergleichspunkten beobachtet. Sie beeinflussen die Interzeptionsrate, welche durch das Verhältnis von Interzeption zu Schneeniederschlag beschrieben wird. Basierend auf den im Feld gemessenen Interzeptionswerten, dem Verhältnis von Interzeption zu Schneeniederschlag und Imax wurde ein konzeptionelles Modell für die Interzeption entwickelt. Verglichen mit bisherigen Modellen verbesserte sich die Modellgüte an den Vergleichspunkten beim $R^2$ um ~27% (von 0.39 auf 0.66), und der RMSE nahm um ~40% ab (von 5.19 auf 3.39). Auf grösseren Skalen konnte sich die Modellgüte noch weiter steigern.

Die Anwendung bisheriger Modelle zeigte räumlich kaum variable Interzeption selbst bei stark unregelmässigen Waldstrukturen. Auf Grund der Berücksichtigung der neuen Parameter zur besseren Beschreibung der Waldstruktur war es möglich ein Modell zu entwickeln, das realistischere Interzeptionsmuster generiert. Die Tatsache, dass die so modellierte Interzeption zwischen einzelnen Punkten sehr stark variierte, führte dazu, dass sich die Varianz der Schneehöhe, des Schneewasseräquivalents im Wald und der Sublimation verglichen mit früheren Modellen in etwa
verdoppelte. Diese Varianz wird durch die unregelmässige Waldstruktur verursacht, welche, ähnlich wie die modellierte Interzeption, besser mit den gemessenen Felddaten übereinstimmte.

1 Introduction

1.1 Significance and Rationale

Mountain forests are critically linked to the hydrologic cycle and provide vital ecosystem services such as water supply and storage. Similarly, snow and ice are a crucial component of the world’s freshwater reserve and help to sustain environmental and social needs. It is estimated that within the Northern hemisphere, 20% of the seasonal snow cover is located in forested areas and can account for 17% of total terrestrial water storage during the winter season (Guntner, et al., 2007; Rutter, et al., 2009). In the United States, for example, stream flow from forest land provides almost two-thirds of the total freshwater supply with much of it coming from snow-dominated watersheds. Yet, forest structures within these zones are affected by climate change, variations in land management, and a variety of natural disturbances, all of which create uncertainty regarding the fate of this major source of water. Climate change impacts alone are projected to significantly increase the northern extent of the boreal forest. One-third to two-thirds of the tundra could transition to forest by the end of the century (IPCC, 1997). Accurate estimations of snowmelt and runoff rates from forested areas are of great importance to hydrologic forecasters throughout the world. However, despite their importance, forest snow melt and runoff are still poorly understood. The necessity to understand the interplay between forest structure and snow is made more important by alarmingly high global water withdrawal predictions ranging from an 18% to over 50% increase from the 2007 level (UNEP, 2007; Rosengrant et al., 2002).
1.2 Forest Snow Hydrology

Snow accumulation and ablation processes in open areas are reasonably well understood and represented in many numerical melt models for various scales and climate regimes (Anderson, 1976; Jordan, 1991; Marks et al., 1992; Price and Dunne, 1976; Tarboton and Luce, 1996). However, the processes within forested areas that dictate snow accumulation and ablation vary dramatically (unlike open areas). They demonstrate not only local (forest stand) and regional (landscape) fluctuations but also heterogeneity at extremely fine scales (individual canopy elements) (Jonas and Essery, 2011). The spatial properties of forest canopies greatly influence under-canopy snow physical properties, and create a much larger spatial heterogeneity of snow pack under-canopy as compared to open areas. Forest structure can augment or attenuate the physical processes affiliated with snow accumulation and ablation, as reviewed below.

The canopy absorbs varying percentages of shortwave radiation while redistributing the longwave radiation patterns (Essery et al., 2008; Musselman, 2012). The presence of trees changes the wind fields above the snow surface and typically acts to constrain the turbulent heat and moisture fluxes as compared to open areas (Li, et al., 2008; Pomeroy et al., 2008). Litter fall from trees such as needles and bark acts to change the surface albedo of the underlying snow, thus creating heterogeneous shortwave radiation absorption patterns on the snow surface (Pugh et al., 2012).

Further, snowfall that is intercepted by the canopy can sublimate, melt and drip, or fall to the forest floor (figure 1). Snow interception, i.e. the portion of falling snow that remains in the canopy, can amount to over 60% of total annual snowfall (Montesi et al., 2003; Storck et al., 2002). The canopy provides intercepted snow a raised and multi-tiered surface area, allowing for increased insolation and wind exposure. Consequently, sublimation rates of snow are much higher in the canopy than at the forest floor. Canopy snow sublimation also varies greatly over space, with sublimation losses ranging up to 50% of total annual snowfall with the majority of the variation due to canopy structure (Essery and Pomeroy, 2001;
1.2. Forest Snow Hydrology

Figure 1: pictures representing interception (a), the effect of forest structure on under-canopy snow (b), mass unloading (c), and the interplay of interception, unloading and sublimation of under canopy snow around a tree (d). Photo a,c,d: David Moeser. Photo b: Giulia Mazzotti
Pomeroy, 1998; Lundberg and Halldin, 2001; Montesi et al., 2004; Suzuki et al., 2003, ). The wide range of observed interception rates and sublimation losses makes interception the single most dominant physical process to drive snow cover heterogeneity in forest areas.

1.2.1 State of interception research

Snow interception has been studied for over 100 years with initial qualitative studies coming from the works of Carpenter (1901) in the U.S. Rocky Mountains, and Church (1912) in California’s High Sierra Mountains. Church compared the patterns of gaps within a forest to snow distribution as a honeycomb matrix, where the largest amount of honey – or snow in this case – is stored in the combs or the forest gaps. Johnson (1942) was able to quantitatively demonstrate that snow interception is fundamentally different and much greater than rainfall interception.

More recent research has highlighted the importance of snow bridging and branch bending on the maximum canopy snow load and interception efficiency (interception / total precipitation). Tennyson et al. (1974) in Arizona and Bründl et al. (1999) in Switzerland visually captured these processes using time lapse photography. Both studies demonstrated an initial interception efficiency increase on Ponderosa Pine and Norwegian Spruce due to snow bridging.

The snow adhesion and cohesion processes, which lead to an increased surface area within the canopy, and subsequent snow bridging have also been qualitatively described by Miller et al. (1964) and Bunnel et al. (1995). Satterlund and Haupt (1967) were the first to model interception for specific snow storms in a Douglas-Fir and White Pine forest in Northern Idaho. They used a sigmoidal curve to describe interception efficiency changes in a storm event that are due to snow bridging and mass release from branch bending. The model displayed a maximum rise in interception efficiency due to snow bridging (rising limb of the sigmoidal curve) and a subsequent decrease in efficiency (falling limb in sigmoidal curve) as the overlying
intercepted weight increased. Schmidt and Gluns (1991a) furthered this work by studying branches of Engelmann Spruce, Subalpine Fir, Lodgepole Pine and artificial branches in Colorado, USA, and British Columbia, Canada. They found that the magnitude of the interception (and efficiency) was higher with the artificial, stiff branches, implying that interception depends on the bending potential of the branch or, more specifically, on initial branch stiffness and initial branch angle.

Despite the rather large volume of previous research on the interactions between the forest canopy and snowfall, very few studies have attempted to quantify snow interception in the form of an interception model that can be integrated within a snow melt model. Hedstrom and Pomeroy (1998) developed the first model suitable for discrete time steps that included specific canopy parameterizations (i.e., leaf area index (LAI) and canopy closure (CC)) to characterize the canopy of a boreal forest (Saskatchewan, CA). Their model used an exponential decay function to model interception efficiency, which continuously reduces interception efficiency through time and does not account for snow bridging, which has been shown to increase interception efficiency after the onset of a storm (Satterlund and Haupt, 1967; Schmidt and Gluns, 1991a). While it is possible that interception efficiency in boreal forests is dominated by different physical processes due to the underlying climatic differences, snow bridging is a common phenomenon in coniferous temperate forests that should be taken into account in models.

There have been four papers to date (Bunnell et al., 1985; Lundberg and Halladin 2001; Lundquist et al., 2013; Varhola et al., 2010b) that have synthesized the results of this long line of interception research, highlighting the contrasting methods and difficulties of snow interception measurements and modeling. These results have underscored that, despite major steps forward since the introduction of the ‘honeycomb matrix,’ there is still a need for interception models which are effective in various conditions and scales.
1.2.2 Interception and canopy measurements

A primary difficulty in developing an interception model valid in various conditions and scales is that significant efforts are needed to quantify snow interception. The standard method is destructive, as it relies on a cut, upright tree that is attached to a weighing mechanism that measures the weight increment induced by the intercepted snow during snow fall events (Hedstrom and Pomeroy, 1998; Nakai et al., 1994; Nakai et al., 1999b; Pomeroy, 1998; Satterlund and Haupt, 1967; Schmidt and Gluns, 1991; Storck et al., 2002; Suzuki and Nakai, 2008). Several other inventive methods have been developed in order to reduce the time and infrastructure needed for cut-tree experiments. Time lapse photography has been used to compare the visually inferred intercepted snow load to quantities defined from field measurements (Bründl et al., 1999; Kobayashi, 1987; Nakai et al., 1999a; Tennyson et al., 1974). Gamma ray attenuation has been used to measure the snow water equivalence (SWE) on branches (Calder, 1991). Due to the problems inherent to these techniques, however, neither interception data over large scales nor from a large sample set has been collected to date. Among the three studies that proposed a quantitative interception model, the largest data set was collected by Schmidt et al. (1991b) for a total of 175 branch samples (30 – 36 cm in length) over two seasons. Satterlund and Haupt (1967) used four tree saplings (3.7-4.2 meters tall) for a one-season study, and Hedstrom and Pomeroy (1998) used four Jack Pine trees (7 -15 meters in height and 38 – 90 kg in weight) over four seasons as well as one Black Spruce tree (12 meters in height and 22 kg in weight) over one season.

Similar to the difficulties of quantifying interception, conventional direct measurements for estimating canopy structure are labor-intensive and normally involve destructive sampling of the overstory. Nevertheless, there are several indirect measurement techniques including hemispherical photography, plant canopy analyzers (e.g. LAI-2000), or spherical densitometers. Their utility depends on the structural element that is targeted. Hemispherical photography (HP) is increasingly becoming the standard method
for canopy structure characterization. This technique, however, can deliver a broad range of estimates depending on the optical features of the camera and the settings of the program used for photo analysis and allows for derivations of point metrics only (Zhang et al., 2005). HP image acquisition and processing, like the other field methods, is also very time-consuming, thus limiting the utility of accurately describing canopy metrics for large areas.

Recent advances in Airborne Laser Scanning (ALS) have made this an increasingly common tool to accurately estimate three-dimensional canopy structure. The quantity and quality of the data are rapidly increasing, with large areas of the world already having data available (Asner et al. 2011; Fleck et al., 2012; Korhonen and Morsdorf, 2014; Lovell et al., 2003; Moeser et al., 2014; Morsdorf et al., 2006; Morsdorf et al., 2004; Riaño et al., 2004; Solberg, 2010; Solberg et al., 2009). The standard resolution of most data sets also allows for the effective estimation of CC and LAI as well as single tree characteristics such as canopy height, canopy bulk density, canopy base height, or fuel load (Erdody and Moskal, 2010; Kato et al., 2009; Korhonen and Morsdorf, 2011; Leeuwen and Nieuwenhuis, 2010; Morsdorf et al., 2006; Morsdorf et al., 2004). From ALS, large-scale features such as canopy openings and information how these are positioned relative to the surrounding forest can be derived. Such investigations close what was a significant research gap, and they have considerable implications for forest hydrology research (Varhola et al., 2010a; Zhao et al., 2011).

1.2.3 State of snow models

A significant number of snow melt models have included forest canopy representations. In 2007, an assessment of 33 of these models was performed (Essery et al., 2009; Rutter et al., 2009). This model inter-comparison initiative (SnowMIP2) constituted the first comprehensive assessment of the capabilities of these models to reproduce snow cover dynamics under canopy and revealed several important shortcomings (research gaps). Not only was a best fit model not found for the sites used, but performance
(of all models) showed much lower consistency within forested areas than in open areas, which underscored the sometimes overly simplistic representation of canopy processes.

All the models included in the comparative project that utilized a snow interception module (29 of 33) integrated CC and/or LAI to parameterize the canopy (Hedstrom and Pomeroy, 1998). However, field points that have the same LAI or CC can feature widely different large-scale canopy structures, such as open areas surrounding these points. Furthermore, the importance of the larger-scale forest structure has been highlighted as a major factor determining under-canopy SWE accumulation patterns and the timing of under-canopy snow melt (Golding and Swanson, 1986; Lopez-Moreno and Latron, 2008a; Lopez-Moreno and Stähli, 2008b; Troendle and Meiman, 1986; Varhola and Coops, 2013; Varhola et al., 2010a; Veatch et al., 2009; Winkler and Moore, 2006; Winkler et al., 2005). Specifically, a simplified representation of canopy structure can hamper the ability of current snowmelt models to accurately quantify the effect of forest canopy on snow accumulation and melt. For example, two forested sites with identical CC but different canopy gap size distributions can display systematically different SWE values. However, as SnowMIP2 pointed out, many current models have difficulties in contrasting these two situations.

1.3 Research Outline and Dissertation Structure

Three goals were defined prior to the start of this project in order to constrain the subsequent work with the overarching aim of improving under-canopy snow water resources modeling:

G1: Investigate the spatial distribution of under-canopy snow as it relates to specific structural aspects of the overlying canopy.

G2: Develop enhanced representations of canopy structure in order to improve forest snow model performance.
G3: Develop procedures to integrate the enhanced representations of canopy coverages from the point to forest stand scale.

Taken as a whole, these goals helped fill several research gaps highlighted from the SnowMIP2 project (section 1.2.3). While each subsequent chapter can be read as a stand-alone paper, taken together they represent the steps toward the development and implementation of a new interception model. Chapters two and three focus on the creation and validation of novel ALS programs to derive traditional (chapter 2) and new canopy metrics (chapter 3) which corresponds to goal one. Chapter 4 utilizes the methods / canopy parameters from chapters 2 and 3 and assesses how they are related to an extensive snow interception data set and proposes a new interception model (goals two and three). Chapter 5 operationalizes the model from chapter 4 into a model applicable for discrete time snow melt modeling (goals two and three).

All chapters rely on extensive field data. Seven forested and two open field areas around Davos, Switzerland were equipped in Summer / Fall 2012 for a three-year study in which repeated interception, under-canopy snow depth, and under-canopy SWE measurements were made at 1982 points, comprising the largest interception field study performed to date (total of ~84000 manual measurements). The field areas were set up in diverse canopy structures and densities, and hemispherical photos were taken at 112 of these points for the validation of modeled canopy metrics (figure 2).
Chapter 2

A novel method is developed which converts ALS data to mimic hemispherical photos (synthetic images). Thus, the standard downward-looking perspective of ALS data is converted into an upward-looking or ground perspective. The Cartesian coordinate system of the ALS point cloud is also converted into a polar system in order to mimic the angular viewpoint of hemispherical photos. The synthetic images are then processed using standard image analysis software to derive CC, LAI, and potential incoming solar radiation (PISR). The method is calibrated at each point where a hemispherical photo was taken. Upon calibration,
the method is fully automated and is applied at each of the 1932 forested field points, where the synthetic images demonstrate high correlations with low biases for each factor (LAI, CC, PISR) in all canopy conditions. These results are then compared to hemispherical photos as well as the output from implementation of standard ALS methods (for CC and LAI). Finally, the derivation of this method and its potential implementation for other datasets are discussed.

**Chapter 3**

A vector-searching algorithm is developed that searches ALS data in 192 directions around a point for the presence of canopy features. This algorithm creates new forest structure metrics that estimate the size and relative locations of forest gaps around a point. The foundation of the method and steps taken towards automating the algorithm are discussed. Forest structure metrics are derived for all field points. These metrics as well as LAI, CC and PISR from chapter 2 are correlated to the manual interception measurements at the field points. The cross-correlation between each metric as it relates to interception is analyzed from another novel automated method that pairs correspondence analysis and k-means clustering in order to answer the following questions: Should we use LAI and CC as the primary canopy descriptors within forest snow models? Are there more robust canopy descriptors that could be utilized? As with the method in chapter 2, transferability of the ‘vector-searching algorithm’ to other data sets is also reviewed.

**Chapter 4**

This section proposes a new model for the maximum interception capacity on a canopy element ($I_{\text{max}}$), which is based upon three canopy and forest structure metrics derived in chapters 2 and 3. The field data are analyzed and evidence of snow bridging and branch bending is seen in all field sites and at all points. The $I_{\text{max}}$ model is then paired with an underlying sigmoidal distribution of interception efficiency to describe snow bridging and branch bending as a function of precipitation and canopy metrics to form a novel
interception model valid for storm events. This new interception model is compared with the standard interception model at differing storm sizes and a broad range of canopy densities. Significantly higher correlations and lower errors are seen in the new model. Both models are upscaled from the point to various grid sizes and compared. Similar results as with the point model comparison are seen. Finally, the utility of the canopy metrics in the new interception model are analyzed as a function of model performance and further compared to the traditional metrics used in the standard interception model.

Chapter 5

The storm-based model in Chapter 4 is converted into a model capable at discrete time steps. The model is used within an ensemble snow melt model, the Factorial Snow Model (FSM) at hourly time steps at 1272 field points for the 2012/13 and 2013/14 seasons. The interception, under-canopy SWE and under-canopy snow depth (SD) time series from FSM are compared to the snow measurements from this project. The data are further compared to the surrounding forest structure at each point. The spatial variability of the forest is found to be well captured in the interception estimates, under-canopy SD estimates and under-canopy SWE estimates mainly due to the inclusion of the new forest structure metrics. The FSM model is also utilized with the standard interception model, and the same analysis is performed where homogenous estimations of interception, under-canopy SWE and under-canopy SD are evident despite a highly heterogeneous canopy structure. Both underlying interception efficiency distributions unique to each interception model are analyzed as a function of storm intensity.
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Abstract

Forest canopy structure and associated solar radiation fluxes greatly influence snow accumulation and melt and have large implications for water availability from forested areas. The ability to efficiently and explicitly infer canopy parameters at high resolution is crucial to improve the success of large scale applications of snow water resources modeling within these areas. In this paper, the utility of estimating leaf area index (LAI), canopy closure (CC) and below canopy potential incoming solar radiation (PISR) from synthetic hemispheric photos derived from airborne LiDAR data was evaluated. LAI and CC estimates from the synthetic LiDAR images were directly compared to actual hemispherical photos taken at 16 points at 7 field areas with heterogeneous canopy stand characteristics for a total of 112 photo comparison points. The synthetic data was further analyzed against LAI and CC derived from more traditional aerial LiDAR methods using a Cartesian space which integrates values over an area rather than a point based angular viewpoint. Furthermore, the PISR estimates were directly compared to in-situ radiometer measurements...
taken at 30 different locations during clear sky conditions with heterogeneous canopy stand properties. When compared to the actual hemispherical photos, the CC and LAI metrics from synthetic images showed higher correlations and lower biases for all canopy coverage classes (r: 0.93 for CC and r: 0.83 for LAI) than the metrics from the Cartesian approach which displayed decreased correlations and higher biases with increasing canopy closure. Using a clear sky partitioning scheme for the direct and diffuse portions of the incoming shortwave radiation, the PISR was also accurately estimated from the synthetic images with average site correlations ranging from 0.90 to 0.94 where the timing and peak trends of both the diffuse and direct radiation components were well represented. Finally, a basic methodology for the steps toward automation of the process was presented in order to explicitly derive these metrics within similar LiDAR datasets.

2.1 Introduction

Forested headwaters that are snowmelt dominated produce 60% of the global freshwater runoff (Chang 2003). Within the Northern hemisphere it is estimated that 20% of the seasonal snow cover is located within forested areas and can account for 17% of total terrestrial water storage during the winter season (Guntner et al. 2007; Rutter et al. 2009). However, the state of forest structures within these zones is changing due to effects from climate change and land use management, as well as a variety of natural disturbances all of which create uncertainty regarding the fate of this major water cycle component. The necessity to better understand the interplay between forest structures and snow is augmented by alarmingly high global water withdrawal predictions ranging from an increase of 18-50% for just 13 years from now in 2025 (Rosengrant et al. 2002).

Arriving at accurate estimations of the variations in snowmelt and runoff rate from forested areas is of great importance to hydrologic forecasters throughout the world. However, accumulation and ablation of seasonal snow cover within forested areas exhibits very different dynamics as compared to snow within open areas (Jonas 2011; Pomeroy 1995). This is due to the surrounding forest structure acting to both
exacerbate and diminish involved physical processes, creating much greater spatial snow pack heterogeneity compared to open areas.

The multidimensional arrangement of overhead forest canopy characteristics controls a variety of physical under canopy energy and water balance drivers and standard snow modeling approaches integrate both leaf area index (LAI) and canopy closure (CC) (or sky view fraction) to describe the canopy. Conventional direct measurement methods for estimating the overhead canopy structure are severely labor intensive and typically involve destructive sampling of the overstory. However, there are a variety of indirect measurement schemes and their utility is dependent upon the canopy qualifier in question. These indirect field estimations of canopy structure include hemispherical photography, plant canopy analyzers like the LAI-2000, or a spherical densitometer and each have particular strengths and weaknesses depending on the specific structure element (Breda 2003; Hyer and Goetz 2004).

Similar to physical canopy structure measurements, field estimations of potential incoming solar radiation (PISR), or a composite of the direct and indirect components of shortwave radiation during clear sky conditions at specific points, can be costly and time consuming and generally necessitate radiometer array deployment around the field area. PISR measurements are variable through space as well as time and can drastically vary on a local level due to the presence of canopy components relative to the sun track. Most commonly, arrays of fixed sensors have been used to capture the spatial variability of radiation below the canopy (Link et al. 2004; Pomeroy et al. 2008). Alternatively, radiation sensors have been moved manually or automatically along ground transects, cables, or rails (Stähli et al. 2009; Sturm et al. 1995). This variation as compared to open areas necessitates measurement of multiple sites making it impractical to use ground-based measurement to estimate the spatial and temporal dynamics of PISR under canopy for large areas. Due to this, many practitioners have used estimates of canopy parameters such as LAI to empirically derive PISR (Hellström 2000). Hemispherical photographs can also be used, as the photographs serve as records of the geometry of canopy openings in order to determine precisely the PISR as it is related to the surrounding forest architecture (Thimonier et al. 2010; Musselman et al. 2012).
Hemispherical photography (HP) has traditionally been used to arrive at three key parameterizations, LAI, CC and more recently PISR, primarily because their determination is dependent on an angular viewpoint from a point to describe the distribution of multidirectional gap fractions. Despite the proven utility of HP, image acquisition and processing is very time consuming, thus limiting the utility of accurately describing these parameters for large areas. Aerial laser scanning (ALS) data has been increasingly utilized to derive estimates of these descriptors and is becoming more readily available for large areas throughout the world. Most practitioners utilize an area averaging approach where a basic ratio of canopy pixels to total pixels based on an analysis of grid size as well as height cutoff for canopy closure whereupon correlations with hemispherical photos are generally good (Lovell et al. 2003; Riaño et al. 2004).

Many estimates of LAI from ALS utilize a ratio of canopy returns to total echo returns over an area to arrive at a LAI proxy for a point (Morsdorf et al. 2006; Solberg 2010; Solberg et al. 2009). However these methods do not directly integrate an angular field of view which is why relating these different perspectives creates intrinsic difficulties when comparing the area averaged output to a point based output such as hemispherical photography (Varhola et al. 2012). The downward looking vertical distribution of foliage from ALS and upward looking angular distribution which integrates larger volumes of branches and trunks from hemispherical photography for a point affects an accurate inter-comparison of the two (Figure 2). Furthermore, these methods necessitate averaging values over larger areas for an individual point implicating a utility directed at area based rather than point based estimates. Several recent studies have converted ALS data from a traditionally Cartesian or X,Y,Z space into a polar system in order to mimic point based hemispherical photographs which are increasingly thought of as the standard for derivation of these parameters (Alexander et al. 2013; Musselman et al. 2013; Varhola and Coops 2013; Varhola et al. 2012). This new development also allows for a visual as well as quantitative analysis of the output giving a physical basis to LiDAR based approaches as well as greatly reducing the requisite setup and processing time needed to take real hemispherical photos.
This study has created a methodology allowing for direct extrapolation of LAI, CC and PISR from the conversion of ALS into a ground view angular perspective. We have automated the process of explicitly creating LiDAR derived hemispherical photos (synthetic images), and the subsequent parameter estimations (LAI, CC, PISR). We then directly compared these to the parameters derived from hemispherical photos taken on the ground. In order to evaluate the utility of a point based angular perspective, the LAI and CC estimates were further compared with those derived from a standard areal averaging Cartesian approach by utilizing a basic form of the methods highlighted in the works of Fleck et al. (2012), Morsdorf et al. (2006) and Solberg et al. (2009). Finally the PISR estimations were then directly compared to a series of ground based radiometer arrays in various canopy and topography regimes. This is the first study of which we are aware, that has employed such techniques with (1) high resolution data over (2) large domains with (3) spatially explicit ground truth data at a large number of points within diverse canopy coverage areas (1862 points available for direct ground comparison).


2.2 Methods

A series of 7 forested field areas have been established for long term study in the region immediately surrounding Davos, Switzerland (Figure 1). Each field area was 50 m by 50 m and was located within three generalized elevation (low to high: Laret, Drusatcha, Ischlag) and canopy coverage (low, med, high) classes. Despite the generalized CC classification, each field area exhibited heterogeneous canopy coverages at the sub-plot scale (Figure 1) allowing for a multi-scale analysis on a broad range of canopy coverages.

Figure 1. The study areas are located in various elevation bands and distinct canopy coverage regimes surrounding Davos, Switzerland. The upper map represents the aerial extent of the LiDAR dataset. The lower right box plot is a digital representation generated from the raw LiDAR data of the ‘Laret low’ field area with the geo-rectified sampling grid inside (276 points). The remaining 6 field sites have the same design setup. A hemispherical photo was taken at each internal grid crossing for a total of 16 photos per site as well as 10 auxiliary locations at three sites for the radiation measurement campaign.
classes. Field areas are characterized by low to no surface slopes with low surrounding terrain shading influences. Forest stands were predominately Norwegian spruce and varied in height from new growth up to 45 m in height with the majority between 10 and 30 m.

Field areas were set up in the fall of 2012 and are part of a long term forest snow hydrology study area operated by the WSL Institute for Snow and Avalanche Research (SLF). A distometer (Leica Disto X310) was used to calculate accurate (± 1cm) 10 m intervals for the positions of 36 intersection points at each field area, which were then marked with 2.4 m long poles. A nylon cord was fixed between all pole intersection points and 2m intervals were manually measured and marked along each of the six north-south and six east-west transects for a total of 276 points per site. A differential GPS (Trimble geo XH 6000) was used to arrive at coordinates of each internal pole point with a maximum error of ± 20cm. These coordinates were then distributed to all 2 m interval points with an estimated rectification error of ± 50cm. This gave a total of 1862 geo-referenced locations available across all field areas for direct ground comparison.

2.2.1 Hemispherical photos

Hemispherical photography utilizes a lens with an extremely short focal distance allowing for a broad field of view of approximately 180°. The field of view limit, with the camera directed upward, can reach the horizon and for processing purposes each point within the horizon’s projected circle is defined by polar coordinates. The image angle corresponds to the azimuth, and the radius indirectly corresponds to the zenith angle. We took 16 hemispherical photographs at all primary intersection points within each field area for a total of 112 photographs (Figure 1). The photos were taken using a Canon 600D with a Sigma 4.5mm F2.8 EX DC HSM circular fisheye lens mounted on a specifically designed tripod allowing for quick leveling and directional setup to true north. Each photo was taken 1.2 meters above the ground surface in May 2013 under primarily low light conditions in order to maintain a good sky-canopy contrast. Underexposed photos were taken to get good contrast between the canopy and the sky. A point exposure measurement of the sky was first taken and this value minus 0.5 exposure stop was utilized for the setting.
2.2.2 Airborne LiDAR data

LiDAR data acquisition was carried out from the 11th to the 15th of September 2010 using a Riegl LMS Q560 sensor from a series of helicopter flyovers at a nominal flying altitude of 700 meters for a total area of ~90km². The wavelength emitted from the Riegl device was 1550 nm with pulse durations of 5 ns and includes up to 7 returns per pulse with a maximum scan angle range of ±15°. The average point density of the full waveform data set yielded an average echo density of 35.68/m² of the flyover domain and 19.05/m² for the last returns within the utilized domain area. The affiliated digital terrain model (DTM) or the underlying ground surface elevations were computed by using the classified ground returns at a 0.5 m horizontal resolution by Toposys using their in house processing software, TopPit (http://www.toposys.com/).

2.2.3 Radiometer installation

An array of 10 radiometers (CM3 pyranometers: Kipp & Zonen) which measure the sum of direct and indirect shortwave radiation were deployed for 24 hour intervals at three field sites: Laret low, Drusatcha medium and Ischlag high. All sites demonstrate low terrain shading and are located at three elevation and canopy closure regimes (see Figure 1). Each radiometer was fixed approximately 10 meters to the north, south, east, west, northwest, northeast, southwest, and southeast respectively from a center point, which was also equipped with a radiometer. The final or tenth radiometer was set within a canopy closure regime that was not captured with the others. The circular array was set in a specific position within each of the three field areas to capture as much canopy heterogeneity as possible while retaining a generalized canopy regime representative of the entire site. Like the predefined site grids, all points have been geo-referenced and an affiliated hemispherical photo was taken at the exact point where each radiometer was placed. Each campaign was carried out during 100% visual clear sky conditions from sunrise to sunset on the 14th of August 2013 for Drusatcha medium, 22nd of August 2013 for Ischlag high and the 3rd of September 2013 for Laret low. The 15 second output format from the radiometers were then aggregated for 10 minute intervals.
2.2.4 Polar coordinate conversion

In order to incorporate a point based angular viewpoint into LAI, CC and PISR calculations, raw ALS data was converted into a spherical coordinate system where the traditional Cartesian coordinates, X, Y, and Z were converted into a distance from the origin to the point (R), the inclination or polar angle between the zenith and a projected ray from the origin to the point (θ, theta) and the angle between the positive x axis and the x/y plane (Ф, phi). A significant amount of pre-processing was initially required in order to use the point cloud data and represent this data as hemispheric images. All holes within the DTM (terrain surface below the canopy) were first filled using a triangular based interpolation. Elevations from the raw data were converted into canopy heights by taking the difference between the raw point cloud elevations and the DTM. Any canopy heights below 1.2 meters, representing the acquisition height of the hemispherical images, were removed. Ф was calculated from 0 to 90 degrees for a full 180 degree view frame. The θ values were then flipped on the east-west to mimic the upward viewing projection of hemispheric photos. Despite some prior work demonstrating that inclusion of data with distances greater than 50 meters accounted for no significant correlation increases, no data with horizontal distances less than a 100 m distance from the origin were removed in order to ensure all relevant information is preserved regardless of site specific vegetation heights (Alexander et al. 2013). Polar coordinate plots (as an example, see figure 2) were then created at (1) all points where hemispherical photos were taken within the field areas and (2) at all points on each sampling grid per site (1932 points) and saved as image files.
Figure 2: The standard overhead Cartesian viewpoint from the LiDAR is displayed on the upper tiles. The lower tiles are representations of an angular viewpoint where a hemispherical photo is displayed on the right and a synthetic hemispherical image (Polar projection system) on left with distance integrated pixel print size. Canopy points closest to the origin are represented as large pixels and points further away as small pixels. Bottom images are zooms of canopy characteristics on the horizon. All images are from the same point (Laret Low field area) and integrate a data trap size of 100 meters. The point of acquisition is labelled as a red dot in the middle of each image. Note the large geometric projection differences between the Cartesian system (upper tiles) and the polar system (bottom left lower tiles).
Successful imitation of hemispherical images required several assumptions regarding point size output of the synthetic images. An initial analysis was performed which explored how to introduce distance into the images, i.e. how should a tree at the maximum horizontal distance limit (100 meters) be compared to a tree seen near the origin. Several varying point projection algorithms were created for the data set, including (1) a fixed output point size, (2) variable output size based on horizontal distance to point and (3) variable point output size based on distance to point. The optimal output was determined by a sensitivity analysis which was optimized by comparing the correlation between effective LAI as well as CC from the synthetic and real images. The best fit was obtained by distributing the point cloud output into a printed circle with the size directly based on the distance from origin (R). The print size of the circle was linearly interpolated from near to far (Figure 2, lower left tile). The process was automated allowing for almost immediate production of 112 synthetic images at the exact coordinates as the actual images as well as production of images at each of the labeled points within the 7 field areas for a total of 1932 synthetic hemispherical images. This process has also been created to facilitate extension to other data sets in order to explicitly arrive at synthetic hemispherical images within an ALS dataset domain based solely on a coordinate input list.

2.2.5 Estimation of LAI and canopy closure with an angular approach

The HP and synthetic photos were analyzed by ‘Hemisfer,’ version 2-beta, an image analysis software developed at the Swiss Federal Institute for Forest, Snow and Landscape Research WSL (http://www.wsl.ch/dienstleistungen/produkte/software/hemisfer/; Thimonier et al., 2010). This software was used to obtain effective LAI, CC and PISR. These calculations are based on the classification of pixels as either white (sky) or black (canopy) by applying a brightness threshold to the analyzed picture. Thresholding of real photographs was carried out according the algorithm of Nobis & Hunziker (2005) integrated in Hemisfer, taking into account the gamma value (γ = 2.2) of the pictures. In some pictures (dependent upon the contrast) the blue color channel was used in order to improve the contrast between the sky patches and the vegetation. Light transmission, T, was then calculated as the proportion of white pixels within analysis rings, with the rings defined as ranges of zenith angles θ (theta) in 15° steps. The
contact number, $K$, or average number of times that a straight line would touch the canopy over a distance equal to the thickness of the canopy was calculated as a function of the zenith angle and light transmission:

$$K = -\cos \theta \ln T$$

The $K$ values were then integrated over rings of various $\theta$ angles to obtain effective LAI in accordance with a standard technique first introduced by Miller et al. (1967). No clumping correction was applied (for the sake of simplicity LAI represents effective LAI within this paper). Canopy closure was calculated as the average of the $T(\theta)$ values, weighted by the solid angles of the corresponding rings.

2.2.6 PISR

The potential incoming solar radiation under the canopy (PISR) was calculated from analysis within the Hemisfer program with the transmission of the direct and diffuse components through the canopy structure represented by each real or synthetic picture. Modeled clear sky and real sky conditions were utilized to partition the atmospheric direct and diffuse radiation parameters. While the clear sky conditions better mimic potential incoming solar radiation it was also necessary to include a ‘real’ sky condition when estimating solar radiation over larger time scales when specific diffuse and direct parameterizations are variable. To partition the real sky conditions over the whole year the average values specified by Timofeyev & Vasil'ev (2008) were used where the direct and diffuse radiation parameters were set to 25% of the solar constant. The clear sky conditions specific to the field areas as well as our radiometer campaign dates were utilized and made available at 15 minute intervals from the photovoltaic geographic information system project (PVGIS) within the European commission joint research center, Institute for Energy and Transport (http://re.jrc.ec.europa.eu/pvgis/solres/solres.htm, Huld et al. 2008)). This time series was further interpolated to match the 10 minute output data of the radiometers.
The calculations within Hemisfer were carried out in 1-minute steps according to the position of the sun in the sky, taking the slope and exposition of the plots into account (Schleppi and Paquette 2013). PISR values obtained for a period ranging from January 1st to December 31st and were aggregated per 10 minute time step. The estimated PISR values from the real and synthetic images on the corresponding day of the radiometer campaign were utilized for direct comparison to the radiometer measurements.

2.2.7 Estimation of LAI and canopy closure within the Cartesian system

Effective LAI and CC were also calculated from the raw ALS data without a coordinate transformation and used as comparative tool for the estimates from the synthetic images. Canopy closure was calculated by first converting all returns from the point cloud into a 0.5m grid and then quantifying the ratio of cells which have canopy cover to the total number of cells within the digital surface model. A LAI proxy was estimated by computing the ratio of all raw LiDAR first returns to total ground returns and was derived from a modified routine initially utilized by Morsdorf et al. (2006) and recommended within the ICP manual for methods and criteria of forest monitoring which analyzes LAI as a ratio of return hits (Fleck et al. 2012; Morsdorf et al. 2006; Solberg et al. 2009). Both metrics were calculated using a height cut-off and a data trap area, where
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Figure 3. Correlation between HP and LiDAR (Cartesian coordinate system) derived LAI and CC. Varying data trap sizes of the aerial LiDAR data were utilized and analyzed for correlation to the HP values. Three viewing angles from 0 to max or 90° within the HP data, representing the differing zenith angles of the hemispheric photos were also compared with the CC derived from the Cartesian system. The best correlation is for a 90° viewing angle with a trap size of 30 meters for CC, while LAI necessitated a slightly larger data trap of 35 m for the best correlations.
the height cut-off is preset to the height of the field collected hemispherical photos (1.2 m). In this case, the data trap size represents the distance away from the analyzed point with the point located in the center. The data trap was initially left flexible where a sensitivity analysis of the CC and LAI output from the hemispherical pictures were compared to the ALS data and optimized based upon correlation between the datasets (Figure 3). Estimating parameters in this manner does not utilize a point based angular viewpoint, compared to estimates from a HP approach, (Figure 2) creating difficulties in direct comparison of both methods. If the data trap is sufficiently small, then only canopy cover, which is a measure of canopy from a specific ground point to the matching overhead point, not canopy closure values can be derived. Canopy closure values however are a measure of canopy from a point to an area (Fiala et al. 2006). Due to this viewpoint discrepancy, CC values were also derived from the HP at three different zenith windows: 0° - 30°, 0° - 60° and 0° - 90° for comparison (Figure 3). Figure 3 represents the initial sensitivity analysis which demonstrated that the full frame of view available from HP (0-90 degrees from the zenith) delivered the best results when compared with LiDAR derived CC and LAI output from an analysis bounding box size of at least 30 meters. The correlations slightly dropped when smaller viewing angles from the HP’s CC derivation were analyzed. The optimal data trap size for LAI, however, was slightly higher at 35 meters. The correlations for both parameters, but especially for LAI, were low with small data bin sizes and not until the data trap sizes increased significantly were reasonable correlations seen. However this range will always depend on both the vegetation density as well as the vertical canopy height at each site (Morsdorf et al. 2006). This range also depends on the line of site obstruction of data as viewed from hemispherical photos. These occlusions can be seen within Figure two, if the top left and bottom left panels are compared. The visual scale inequalities between the two systems (Cartesian and polar) also highlight the data representation differences. The differences emphasize the utility of the Cartesian system may be better suited for spatial averages where point estimations are better relegated to an angular or polar approach. Only the estimates of LAI and CC garnered from the optimized bounding box sizes were then used as a comparative tool for the results from the synthetic hemispherical images. As with the parameter
investigations in the polar coordinate system, all aspects of the analysis have been automated and can be extended to other LiDAR data sets.

2.3 Results and Discussion

2.3.1 Synthetic image LAI and CC derivation vs. hemispherical photographs

Figure 4. The upper graph compares CC derived from synthetic images on the y axis with HP calculated CC on the x axis. The lower graph compares LAI derived from synthetic images on the y axis with HP calculated LAI on the x axis. The 1:1 line is displayed on both graphs as a solid line. Both metrics display good correlation between methods with correlation coefficients of 0.92 and 0.83 and normalized RMSE’s of 0.12 and 0.15 respectively.

The sensitivity analysis of the printed point size distribution within the synthetic images was optimized and gave a best fit when a linear interpolation utilized a point size distribution of 7 to 0.5, where the closest
Figure 5. Examples of synthetic images from three field sites representing low canopy, medium canopy and high canopy closure (in the middle column) which range in LAI from 1.76 to 5.28. The y axis increases in canopy closure and LAI values with the top number being values calculated from HP and the lower number being estimations from the synthetic images. The left column contains LiDAR data cuts of 150 x 150 meters for three field areas from low to high canopy cover. The internal black lines represent the sampling grid (50 x 50m) where the hemispherical photos were taken. On the grid, two arrows represent the synthetic and HP locations. The right column holds the hemispherical photos.

points were given a print output of 7 and the farthest points were given a point size of 0.5. As seen in Figure 4, LAI and CC from the synthetic images showed good correlations and low bias when using this interpolation scheme. Results of this run gave correlation coefficients of 0.83 and 0.93 respectively when
2.3. Results and Discussion

Compared to HP output, the correlations remained high for the extent of the series which range from very open areas to extremely closed forests with LAI values ranging from ~1 to 7. Figure 5 gives a series of examples of HP and synthetic photos at different canopy closure regimes, ranging from 0.75 to 0.96 within 3 distinct field sites. Due to the small size of the images, it is hard to visualize small canopy scale correlations from the point size distribution, but trends within the different gaps sizes are clearly visible. For a visual overview of smaller scale correlations see Figure 2.

2.3.2 Cartesian system LAI and CC derivation vs. hemispherical photographs

CC and LAI derived from the Cartesian system also provided reasonable correlations between the data series. Correlations of CC derivation in the Cartesian system (r: 0.91) were within 1% of the estimated CC correlations from the synthetic images (r: 0.92). LAI estimation correlation was 0.73 for the series and represented a 10% reduction when compared to the correspondence between the synthetic and HP images (r: 0.83). The CC estimates functioned reasonably well through the entire series from low to high canopy cover values. The LAI estimates also functioned reasonably well, but only on the lower end of the range (LAI ≤ 4). When HP LAI values were greater than 4, the Cartesian derived estimates became saturated and failed to estimate higher values (Figure 6). The greatest differences, however, did not reside with the correlation coefficient values. All values were systematically biased and necessitated a basic regression correction to arrive at the correct values. This bias has been seen in prior studies and can be manipulated based on the return echo utilized. However, the interplay between return echo and CC bias is still unclear because it depends on the sensor used, the underlying vegetation and the echo detection method (Morsdorf et al. 2006). Due to this ambiguity all return echoes hitting above the height threshold (height at which the hemispheric photos were taken) were utilized. ALS data in this system provided a nearly vertical downward view and the offset of the CC values also highlighted the inherent differences in comparing a point based angular derived output with that of a area averaged planar one. Despite the integration of large data traps (as described in section 2.2.4), which indirectly integrated an angular approach, it is clear that it was still not sufficient when comparing the results to an angular one. The LAI proxy estimates on the other
hand were estimated by directly analyzing the ratio of initial returns (which represents outer canopy hits) to total ground returns. This proxy ratio will always be offset and necessitate local scaling to agree with the HP values. The non-linear distribution of these echoes also affected the estimation power of the dataset at higher LAI values due to saturation effects of the echoes (Figure 6 lower panel).

Figure 6. The upper graph compares canopy closure derived from LiDAR in the Cartesian system on the y axis with HP calculated canopy closure on the x axis (black). The correlation is within 1 percent of that of the values derived from synthetic images. However the values are systematically biased necessitating a basic regression to obtain comparable estimates (green). The lower graph compares LAI derived from LiDAR in the Cartesian system on the y axis with HP calculated LAI on the x axis (black) where the correlation is 10 percent lower as compared to that of the values derived from synthetic images. A basic regression is also necessary to arrive at comparable values (green). The LAI correlation with this approach also degrades with values above 4. In both charts, the black dots represent the initial estimates and the green stars represent the regressed values.
While forest metric processing in the Cartesian system from this data set display clear advantages over HP use in terms of time consumption and the ability to explicitly arrive at metrics for large areas, its utility and performance was still reduced when comparing this to the synthetic image processing. Specifically, Cartesian based LAI estimation gives no visual output aid to qualitatively asses the output and, at least with this dataset, difficulties arose when calculating LAI within dense forest areas (LAI >4). Both LAI and CC necessitated a scaling factor to compare with HP output whereas the synthetic images could be directly optimized from the point size output manipulation. The synthetic images allowed for a visual record of the geometry, where at a quick glance one could get a good idea of the overlying forest structure for various points. LAI and CC were estimated with higher precision for the entire data dataset range as compared with the Cartesian approach. These differences imply that the point LAI and CC estimations are better estimated using a polar system whereas the utility of the Cartesian system may be better suited for spatial averages.

2.3.3 PISR comparison

PISR was initially calculated from the HP and synthetic images within Hemisfer by adding both the diffuse and indirect shortwave radiation components. The 10 synthetic images per site were parsed into ten minute and one hour time step averages. This data was then used to directly compare with the 24 hours of data from the radiometer campaigns for (1) individual radiometers as well as (2) field site composites (average of 10 radiometers per site).

The field site composite comparisons of the synthetic and radiometer data show correlation coefficients ranging from 0.90 to 0.94 at one hour time steps and 0.73 to 0.83 for 10 minute steps with similar correlations seen within the HP photos (Table 1). The individual point comparisons using the synthetic images gave average correlations of 0.72 for the 1 hour data series and 0.51 for the 10 minute data. Figure 7 shows three individual point comparisons at varying canopy cover regimes at 10 minute intervals within each of the radiometer campaign sites where the correlation ranged (from the synthetic images to radiometer measurements) 0.70 to 0.88 with an average normalized RMSE of 0.264. The general timing and peak trends of PISR was well represented within the 10 minute synthetic data series at the point scale.
However the bias of the direct radiation component increased with increasing canopy closure values canopy (starting at CC values of 0.85), and caused a reduction in peak radiation estimation within the synthetic images which had CC values ≥0.85. This was readily apparent at the high canopy density site, Ischlag high, where the direct component of solar radiation was not fully captured (Figure 7 top graph). The HP series also demonstrated similarly good correlations; however the goodness of fit showed no link to increasing canopy closure. Figure 9 column ‘a’ show site comparisons of synthetic data at hourly time steps. This data also captured the timing and peak trends of both the diffuse and direct shortwave radiation component at all sites, but like the point data series, the Ischlag high field sites demonstrated a reduction in the direct component correlation with the radiometers. The data fits maintain high correlations, but the comparisons demonstrated increasing biases (Figure 8) with increasing canopy closure as previously described with the point comparisons.

Table 1. Correlation coefficients, RMSE’s and normalized RMSE’s of all radiometer measurements as compared to the estimated values from (a) HP photos, (b) synthetic images and (c) synthetic images with a rescaling function at each radiometer campaign field site. The values in bold are from 1 hour composites and the values in dark grey are from 10 minute averages.

<table>
<thead>
<tr>
<th>Site</th>
<th>(1 hour avg / 10 min avg)</th>
<th>R</th>
<th>RMSE</th>
<th>NRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laret Low</td>
<td>HP photos</td>
<td>0.918 / 0.823</td>
<td>67.52 / 103.04</td>
<td>0.147 / 0.21</td>
</tr>
<tr>
<td></td>
<td>Synthetic images</td>
<td>0.897 / 0.784</td>
<td>84.00 / 114.70</td>
<td>0.449 / 0.415</td>
</tr>
<tr>
<td></td>
<td>Synthetic images with rescaling function</td>
<td>80.93 / 113.00</td>
<td>0.176 / 0.225</td>
<td></td>
</tr>
<tr>
<td>Drusatcha medium</td>
<td>HP photos</td>
<td>0.922 / 0.858</td>
<td>43.59 / 60.24</td>
<td>0.124 / 0.149</td>
</tr>
<tr>
<td></td>
<td>Synthetic images</td>
<td>0.942 / 0.833</td>
<td>58.26 / 73.22</td>
<td>0.85 / 0.736</td>
</tr>
<tr>
<td></td>
<td>Synthetic images with rescaling function</td>
<td>41.27 / 68.01</td>
<td>0.118 / 0.168</td>
<td></td>
</tr>
<tr>
<td>Ischlag high</td>
<td>HP photos</td>
<td>0.84 / 0.636</td>
<td>8.163 / 14.36</td>
<td>0.263 / 0.197</td>
</tr>
<tr>
<td></td>
<td>Synthetic images</td>
<td>0.898 / 0.739</td>
<td>14.622 / 95.77</td>
<td>0.528 / 0.131</td>
</tr>
<tr>
<td></td>
<td>Synthetic images with rescaling function</td>
<td>5.354 / 15.91</td>
<td>0.163 / 0.237</td>
<td></td>
</tr>
</tbody>
</table>
2.3. Results and Discussion

Figure 7. Comparison of 10 minute average radiometer (red), hemispheric photo (black) and synthetic image (blue) data for individual points with different canopy closure values. From low to high: (1) Laret Low (2) Drusatcha med and (3) Ischlag high field areas. The modeled data utilized the PVGIS direct and indirect shortwave radiation partitioning for clear sky global irradiance in Davos Switzerland for the radiometer campaign dates.
Calculations of total offset of estimated PISR from the synthetic images to the radiometer measurements at all points (total of 30) were plotted against canopy closure (also calculated from the synthetic images) and an exponential relationship was defined between the two when canopy closure values increase above 0.85. See Figure 8. This relationship was then applied to the field estimations seen in column ‘a’ of figure 9. The same comparison was made utilizing the HP data series and a similar trend between the offset of modeled and observed PISR vs. canopy closure was seen until the closure values increased above canopy closure of ~0.85, where no rising limb was seen. Since this exponential relationship was not visible within the HP photo data series, it seems likely this offset within some of the synthetic images was due to the thick cover integrated into the synthetic images as overlapping pixels which reduced simulated solar beam transmittance. While the point size distribution worked well for the duration of the data series for CC and LAI, it is hard to avoid overlapping pixels at not just dense areas but also at the perimeters of the pictures. Even though smaller pixels were assigned to these distant points, the high amount of returns within dense canopy can falsely remove small gaps within the canopy. However, the predefined linear point size distribution size (see section 2.2.1) did not seem to be the only constraining factor. The simulations from the hemispherical photos showed no reduction in bias at the high density sites but a small decrease in
correlation with increasing canopy cover. This is hard to decipher because the radiometers utilized did not separate the diffuse and direct portion of the radiation creating difficulty in a full analysis of the PVGIS modeled clear sky partitioning scheme utilized in the radiation partitioning. Nonetheless, the predictive power of the HP and synthetic photos maintained a good fit and necessitated no scaling function for any points with canopy closure below 0.85.

Yearly synthetic PISR estimates were also derived for (1) all points within each sampling grid of the solar radiation field areas, 276 points per site \( \frac{276}{(50m)^2} \), (2) at all primary intersection points within each field area, 16 points per site \( \frac{16}{(50m)^2} \) and (3) at the center of each field area \( \frac{1}{(50m)^2} \). In these cases, the generalized real weather direct and diffuse radiation partitioning coefficients from Timofeyev & Vasil'ev (2008) were utilized. These factors do not give a clear sky condition like the time series data from the PVGIS model utilized within the direct radiometer comparisons. Instead, they give an average partitioning value and are thus more accurate over time. The yearly under canopy PISR estimations ranged from ±8% to ±78% between scales \( \frac{1}{(50m)^2} : \frac{16}{(50m)^2} : \frac{276}{(50m)^2} \) with an average scalar difference of approximately ±50%. The results can be viewed within figure 9 as a yearly radiation regime along with the yearly averages displayed on each graph. This demonstrates the extreme variance of radiation regimes underneath forest canopy and emphasizes the necessity of explicit radiation regime estimates at fine scales.
Figure 9. The y axis represents data from low to high canopy closure with average field site values seen beside each field area name. Column ‘a’ shows a direct comparison of average hourly values from the 10 radiometers (red) at each field site and the estimated values from the 10 synthetic images (thin blue) as well as a value rescaling algorithm (thick blue) as a function of canopy closure applied to the initial estimates which had canopy closure values greater than 0.85. The initial estimates utilized the PVGIS direct and indirect shortwave radiation partitioning for clear sky global irradiance. The correlations between the synthetic photo estimates and the radiometer values can be seen in bold. The subsequent columns (b,c,d) show estimated yearly radiation regimes from the field areas (w/m²) derived from synthetic images utilizing the generalized radiation partitioning values from Timofeev and Vasil’ev. Column ‘b’ is an estimation from one point (at the approximate center of field area – point C2). Column ‘c’ is an average of 16 values from all primary intersection points within each field area. Column ‘d’ is an average of 276 values from all sampling points within each field area. Average daily values can be seen in white where values are calculated from sunrise to sunset. Note the discrepancy within values lending emphasis to high resolution data extrapolation.
2.4 Conclusion

LAI and CC could be accurately predicted at high resolution and low bias across all canopy coverage conditions using the synthetic images and displayed several improvements over that of the Cartesian system estimations when using this data set. The synthetic images were able to estimate both metrics from low to high generalized canopy coverages where the standard Cartesian coordinate system (with our approach) was not able to effectively predict LAI at values above 4. The synthetic images also allowed for an initial visual analysis to qualitatively analyze the validity of the estimated metrics as well as allow for a visual comparison to hemispherical photographs. The Cartesian system demonstrated universal biases of estimations and required a basic regression to arrive appropriately scaled values. Furthermore, this bias correction was still not able to accommodate for improved accuracy of LAI values above 4. The synthetic images demonstrated improved correlations and normalized RMSE’s for both canopy metrics (r: 0.93 for CC and r: 0.83 for LAI) and required no data scaling. Scalar inequalities (figure 2) between the Cartesian system, where canopy elements are averaged over an area, and the point based polar system integrate canopy components in different manners. These differences can be seen within the results and imply that the LiDAR integrated with Cartesian system may be better relegated for spatial averages whereas synthetic images from LiDAR data may be better suited for point estimations.

Both methods can be utilized with different datasets; however production of synthetic images will require a re-analysis of the point size distribution if datasets with a different average echo density are utilized as this is an indirect function of the overall density of the LiDAR dataset. It is possible that future work can integrate point cloud density into point size distribution for a general scaling function for all data sets. However, it should be cautioned that with less dense point clouds more thought is needed to arrive at a distribution due to the non linearity between the landscape and the photo output when using a hemispherical lens. This suggests that for a general point size distribution equation to be formulated, focal length must also be integrated into the distribution function for lower resolution data sets. Integration of the LiDAR return type may also prove to be an important factor in creating a universal point size distribution.
Despite this initial hurdle, when the appropriate point size distribution was found, this method was able to predict LAI and CC over the entire dataset domain across all possible canopy density conditions without a subsequent regression to account for the scaling or estimation differences.

PISR was also precisely estimated from the synthetic images with average site correlations ranging from 0.90 to 0.94. This method allowed for flexible direct and diffuse incoming radiation partitioning dependent upon the day and point in space analyzed. However at canopy closure values greater than 0.85 the direct radiation component was underestimated from the synthetic images and necessitated an exponential scaling function based on canopy closure. This emphasizes the need for extended research regarding an improved method for scaling the printed point size distribution of the synthetic images in order to resolve the need for a canopy density based scaling function to better transfer these methods to other LiDAR datasets with non-concurrent point cloud sizes.

Despite potential problems with automatic transference of the results to other datasets, the results prove to be extremely promising for high resolution derivation of canopy and solar radiation metrics. The ability to accurately infer these parameters explicitly on very small scales has major implications for snow modeling within forested areas. Canopy interactions and solar radiation under the canopy influence snow cover, snow depth and snow density at sub-m scales. This small scale heterogeneous behavior creates intrinsic difficulties when forest snow processes are generalized within larger scales. A good example can be seen in figure 9 where average PISR values at three different field areas are derived for a point, and for an ensemble average of 16 and 276 respectively. The major difference between these values (± 8% to ±78% differences with an average of ±50%) highlights the need for explicit high resolution parameter estimation within heterogeneous canopy coverages. The ability to model these factors for any point where LiDAR data of sufficient resolution is available can allow for better parameterizations of forest snow mass and energy balance models. This can permit more detailed analyses of large scale forest snow hydrological issues that were previously impossible before the availability of such datasets.
2.4. Conclusion
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Abstract

A set of 57 novel canopy metrics of potential value for snow modeling were created from airborne LiDAR data. The metrics were meant to estimate size and relative location of gap openings around a point within forested areas, allowing for measures of the spatial arrangement of surrounding canopy elements. These new metrics were correlated with snow interception measured in the field (8488 manually measured snow interception points). The results were further compared to the correlation values between effective interception and traditionally used forest parameters (CC, LAI). The correspondence between all metrics was also analyzed in order to understand the potential cross correlation between each variable. LAI (average R: 0.57) demonstrated low correlations when directly compared to snow interception and further showed a large cross correlation with canopy closure (average R: 0.72). A new metric, ‘mean distance to canopy’ had the highest correlation (average R: 0.78) over all storm events to the effective interception. But in contrast to LAI, this metric did not show any cross correlation with canopy closure (CC). Likewise, ‘total gap area,’ an indirect measurement of
apparent gap fraction (another new metric), also showed a high correlation to effective interception (average R: 0.72) without demonstrating a significant cross correlation to CC or to mean distance to canopy. These findings suggest that modeling forest snow processes with both CC and LAI may not be the best option due to both the low correlation of LAI as well as high cross correlation between these parameters. However, the pairing of mean distance to canopy and/or total gap area with canopy closure could give more robust estimations of snow interception within heterogeneous terrain.

### 3.1 Introduction

The hydrology of forests plays an important role in the global water budget. Snowmelt dominated watershed headwaters which contain forests produce 60% of the global freshwater runoff (Chang, 2003). Forest canopy structure greatly influences snow accumulation and melt and controls water availability from forested areas. Specifically, the surrounding forest structure can influence involved physical processes, creating much greater spatial snow pack heterogeneity compared to open areas. Snow interception, a major driver of heterogeneous snow distribution, ranges from low to just over 60% of total annual snowfall (Montesi et al., 2003; Storck et al., 2002). The importance of snow interception within forest canopies has not gone unnoticed within the hydrology community. There is a growing body of work spanning 75 years which described attempts to directly quantify and model forest snow interception (Hedstrom and Pomeroy, 1998; Satterlund and Haupt, 1967; Schmidt and Gluns, 1991; Varhola et al., 2010b). These studies highlight the complex interplay between the physical under-canopy energy and water balance processes and the overhead multidimensional arrangement of forest canopy characteristics. Intercepted snow on the forest canopy drives sublimation in forested areas and like interception, sublimation is highly variable. Many studies have estimated sublimation from coniferous canopies to range from 25 to 50% of the total annual snowfall in cold and dry climates typical of the northern boreal forests (Essery and Pomeroy, 2001; Hedstrom and Pomeroy, 1998; Lundberg and Halldin, 2001). Interception in many cases represents water lost (due to sublimation) to not only local water balances, but to larger-scale water budgets. Within the Northern Hemisphere it is estimated that 20% of the seasonal snow cover is located within forested areas and can account for 17% of total terrestrial water storage during the winter season (Guntner et al., 2007; Rutter et al., 2009).
Due to the recognized importance of forest snow processes on the water budget, many snow models include a vegetative canopy representation. The Snow Model Inter-comparison Project (SnowMIP2) included 33 models with a canopy representation of varying degrees of complexity (Essery, 2009; Rutter et al., 2009). All of these models, which have directly integrated a snow interception module, utilize either canopy closure (CC), leaf area index (LAI) or a composite of the two to describe the canopy structure. However, the interplay between canopy characteristics such as LAI and CC and snow interception also depends on where these characteristics are situated in relation to the greater surrounding forest architecture.

Canopy gaps have large impacts on the snow holding capacity in many forested areas. These areas can show divergent snow accumulation patterns as compared to the surrounding forest and can house maximum snow accumulation even as compared to neighboring open areas (Troendle and Meiman, 1986; Winkler et al., 2005). The interfaces between the open and forested areas also show the most heterogeneous snow accumulation and ablation patterns within a forested area and can house both the maxima and minima snow depths depending upon the position relative to the surrounding forest (Golding and Swanson, 1986; Veatch et al., 2009). In efforts to describe the relationship between openness and surrounding canopy, some practitioners categorize gaps for opening size as a function of the average surrounding tree size. In order to permit for more robust interception modeling at landscape scales, the greater canopy topography as well as the spatial heterogeneity of canopy structure needs to be accounted for within the models. Despite this, interception modules continue to use only point based predictors, most likely due to the intensive requisite time involved in collecting canopy metrics over large areas.

Standard overhead canopy structure methods for measurement are prohibitively labor intensive and normally require destructive sampling of the overstory. However, there are many indirect methods which include hemispherical photography, plant canopy analyzers (LAI-2000), or a spherical densitometer and each have particular strengths and weaknesses (Breda, 2003; Hyer and Goetz, 2004). Hemispherical photography (HP) is increasingly becoming a standard method for canopy
structure characterization. However, this technique can deliver a broad range of estimates dependent upon the initial camera and utilized program settings and allows for derivations of only point based CC, LAI and incoming shortwave radiation on the forest floor (Zhang, et al., 2005). HP image acquisition and processing, like the other field methods, is also very time consuming, thus limiting the utility of accurately describing these metrics for large areas.

Airborne laser scanning (ALS) data has been increasingly utilized to derive estimates of CC and LAI with good correlations and is becoming more readily available for large areas throughout the world (Asner et al. 2011; Fleck et al., 2012; Korhonen et al., 2014; Lovell et al., 2003; Moeser et al., 2014; Morsdorf et al., 2006; Morsdorf et al., 2004; Riaño et al., 2004; Solberg, 2010; Solberg et al., 2009). ALS can also derive large scale features such as canopy openings within forested areas and it is also possible to provide information on how these open areas are positioned relative to the surrounding forest.

Since ALS can quickly characterize surfaces over large scales, it can also be used for a variety of novel canopy metric estimates of potential value for forest snow modeling. As outlined above, such investigations represent a significant research gap with large potential improvements within forest hydrology, which have just begun to be investigated (Varhola et al., 2010a; Zhao et al., 2011). While the aim is to find metrics specifically related to snow interception, it is possible that there could be overlap from these findings into other disciplines such as forest ecology and biology, where such metrics have not yet been fully investigated.

This analysis was done in order to better answer the following questions: Should we be using LAI and CC as the primary canopy descriptors within forest snow models? Are there more robust canopy descriptors which could be utilized? This work has highlighted the utility behind the algorithm used for the calculation of new canopy metrics and tested their functionality. We created 57 canopy metrics from ALS data of potential value for snow modeling. The variables were meant to estimate size and relative location of gap openings around a point within a forested area, allowing for measures of the spatial arrangement of surrounding canopy elements. These new metrics were directly correlated snow
interception measured in the field (8488 manually measured snow interception points). The results were further compared to the correlation values between interception and the traditional parameters (CC, LAI), as well as incoming shortwave radiation estimates. The correspondence between all metrics was also analyzed in order to understand the potential cross correlation between each parameter.

### 3.2 Methods

3.2.1 Field areas

![Map of forested areas in Davos region](image.png)

Figure 1. There were seven forested areas and two open field areas located in three elevation regimes around Davos in eastern Switzerland. Each field area was located in a unique gap fraction regime and maintained heterogeneous canopy characteristics. The box plot on the right is a representation of the ALS cloud data within the Laret low field area. The sampling grid with each point (276 points), represented as black dots along the internal grid, can be seen within the ALS cloud box plot. The other field areas have the same experimental setup and the generalized canopy coverages and elevations for these areas can be seen in the lower right table.

<table>
<thead>
<tr>
<th>Field Area</th>
<th>Elevation</th>
<th>Canopy Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laret</td>
<td>1546</td>
<td>✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Drusatcha</td>
<td>1764</td>
<td>✓ ✓ x x x</td>
</tr>
<tr>
<td>Ischlag</td>
<td>1872</td>
<td>✓ ✓ ✓ ✓ ✓</td>
</tr>
</tbody>
</table>

Seven forested field areas were equipped for a multiyear study in the region immediately surrounding Davos, Switzerland (Figure 1). The field areas were 50 m by 50 m, and were chosen due to the highly heterogeneous canopy coverages at the sub-plot scale along with larger scale canopy characteristics.
such as open areas present within the ‘medium’ and ‘low’ sites (Figure 1). Forest stands were predominately Norwegian spruce and varied in height from new growth up to 45 m in height with the majority between 10 and 30 m. Within each field area were 276 pre-labeled and surveyed points with a maximum absolute positioning error of +/-50cm (derived from 36 control measurements within each field area) for a total of 1932 locations for repeated ground measurements. Each sampling grid was arranged in the same setup within all field areas (Figure 1). Two open field areas were further equipped as reference sites for direct comparison to the under canopy snow measurements (refer to Moeser et al., 2014 for a more detailed description).

3.2.2 Snow data collection

Snow depth data was collected after every snow storm event (defined here as a total open area snowfall amount of 15 cm or greater) in the winter 2012 and 2013 season (15 cm threshold dictated by the IMIS-SLF meteorological station from the Intercantonal measurement and information system). These depth measurements were collected at each forested point (1932 points) as well as at 100 open area control points (total of 69552 measurements). Snow interception however was measured after only 9 of these snowfall events (from a total of 27) due to the demanding pre-conditions necessary for such a campaign: (1) Forest canopy 100% snow free before a snow storm event, (2) A defined crust on the underlying snow, and (3) minimal wind redistribution during the storm period. When all of these pre-conditions were met, a differential snow depth was measured immediately after snowfall, i.e. the new snow accumulated on top of the overlying crust. From these pre-conditions, the measurements can be thought of as 1 - snow interception. After parsing all snow measurements and removing all data potentially conflicting with the pre-conditions there were 8488 remaining interception measurement points available for comparison. Despite the initial data parsing and the pre conditions, it is likely the data contains intra storm period unloading events when the maximum interception capacity above a measurement point is reached. Due to this, the interception measurements refer to effective interception (or cumulative storm interception). It is possible to attach an unloading estimate to these measurements from the work of Hedstrom and Pomeroy (1998), Pomeroy et al. (1998 a, b) as well as Storck et al. (2002). However, these unloading metrics involve just an initial multiplier (0.678 and 0.6
respectively) regardless of the time step or overlying canopy, creating no change in the correlation between the interception measurements and the proposed canopy metrics. Furthermore, the only other unloading algorithms of which the authors are aware use a temperature threshold of 0 at which point the difference between the snow storage capacity of the tree and the rain storage capacity of the tree is given as unloaded snow (Koivusala et al., 2002). Since the temperature values are well below freezing, this algorithm would not account for the snow unloaded during the storms (Table 1).

Table 1. Dates of snow sampling within the 2012/13 and 13/14 winter seasons. The snow depth measurements represent the total snow storm depth which fell in the Laret open field site. The swe and temperature, representing storm based values (swe – total storm swe, and temp - average storm temperature °C), are modeled for the Laret open field site. The wind speed is the average wind speed during each storm event at the Davos Stilli Meteorological station at 1560m situated just south of the lake seen (and labeled) in figure 1.

<table>
<thead>
<tr>
<th>storm date</th>
<th>snow depth (cm)</th>
<th>swe (mm)</th>
<th>temp (°C)</th>
<th>wind speed (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13-Jan-2013</td>
<td>28.53</td>
<td>22.65</td>
<td>-3.9</td>
<td>0.27</td>
</tr>
<tr>
<td>22-Feb-2013</td>
<td>20.31</td>
<td>13.89</td>
<td>-12.1</td>
<td>0.55</td>
</tr>
<tr>
<td>6-Mar-2013</td>
<td>37.16</td>
<td>28.96</td>
<td>-4.2</td>
<td>0.56</td>
</tr>
<tr>
<td>20-Mar-2013</td>
<td>16.81</td>
<td>13.62</td>
<td>-3.5</td>
<td>0.19</td>
</tr>
<tr>
<td>27-Mar-2013</td>
<td>17.41</td>
<td>12.81</td>
<td>-5.7</td>
<td>0.58</td>
</tr>
<tr>
<td>15-Jan-2014</td>
<td>27.65</td>
<td>24.42</td>
<td>-2.4</td>
<td>1.71</td>
</tr>
<tr>
<td>28-Jan-2014</td>
<td>27.80</td>
<td>21.18</td>
<td>-4.7</td>
<td>0.26</td>
</tr>
<tr>
<td>17-Feb-2014</td>
<td>24.31</td>
<td>22.49</td>
<td>-1.9</td>
<td>1.38</td>
</tr>
<tr>
<td>24-Mar-2014</td>
<td>35.88</td>
<td>26.93</td>
<td>-5.1</td>
<td>2.33</td>
</tr>
</tbody>
</table>

All snow depth values were converted into snow water equivalent (SWE) from the US Army Corps of Engineers (1956) where snow density was related to the average storm temperature as follows:

\[
\text{snow density} = 67.92 + 51.25 \ e^{2.59T}
\]

\text{eq. (1)}
where $T$ is the average storm air temperature (°C). The air temperature at each site, for each storm event, was interpolated from individual linear models created for each storm event with an average correlation coefficient of 0.92 and root mean square error of 0.38 (Figure 2). Each temperature model utilized temperature data from 4 meteorological stations surrounding Davos to create a linear temperature model unique to each time step to estimate temperature at each field area. These temperatures were then used to estimate the density of the freshly fallen snow at each field area for each storm using the algorithm from the US Army Corps of Engineers (1956). The confidence intervals for the density model utilize the confidence bounds from the temperature models. Note that the confidence bands within the density graph are minimal at low temperatures due to the exponential nature of the density model showing that despite large spread in confidence for the temperature during storm 3, this uncertainty was not transferred to the density model.
information system’ (IMIS) surrounding Davos, Switzerland at four unique elevation bands: 1560 m, 2140 m, 2290 m, 2540 m (IMIS – KLO, IMIS – SLF, IMIS – PAR, IMIS – WFJ).

Equation one was then used to attach fresh snow density values to all measured snow depth values at each storm to calculate SWE. Finally, the observed interception was derived from the difference between the freshly fallen SWE in the open and the freshly fallen SWE in the forest.

3.2.3 ALS Data

3.2.3.1 Technical details

ALS data acquisition was carried out from the 11th to the 15th of September 2010 using a Riegl LMS Q560 sensor from a series of helicopter flyovers at a nominal flying altitude of 700 meters above the ground for a total area of ~90km². The wavelength emitted from the Riegl device was 1550 nm with pulse durations of 5 ns and up to 7 returns were detected per pulse using a maximum scan angle of ±15°. Morsdorf et al. (2008) performed an experiment over similar terrain within similar conditions where it was showed that small scan angles do not significantly alter the measurements of canopy gap fractions. The post processing of the full waveform data set yielded an average echo density of 36 pulses per m² of the flyover domain and 19 pulses per m² for the last returns (i.e. shot density) within the utilized domain area. The affiliated digital terrain model (DTM) or the underlying ground surface elevations were computed by using the classified ground returns at a 0.5 m horizontal resolution by Toposys using their in house processing software, TopPit (http://www.toposys.com/).

3.2.3.2 CC, LAI and radiation flux derivation

Canopy Closure, LAI (effective LAI) and incoming shortwave radiation was estimated from the ALS data by creation of synthetic hemispheric images at each ground point (1932 points) from conversion of the standard Cartesian X,Y,Z coordinate system to a polar system to mimic the angular viewpoint of a hemispherical photograph. These synthetic images were processed as if they were normal hemispherical photographs with ‘Hemisfer’, an image analysis software developed at the Swiss Federal Institute for Forest, Snow and Landscape Research WSL (http://www.wsl.ch/dienstleistungen/produkte/software/hemisfer/, Thimonier et al., 2010). Despite the
limited scan angle of the flyover, these estimates showed high correlations ranging from $R = 0.83$ for LAI, $R = 0.93$ for CC (when compared to hemispherical photos) and $R = 0.90 - 0.94$ for incoming solar radiation (when compared to radiometer data) depending upon the site. Refer to Moeser et al. (2014) for a detailed method description.

### 3.2.3.3 Canopy metric definition

In addition to the standard metrics (CC, LAI), new canopy metrics were created at each ground point (1932 points). These metrics were generated from a vector searching algorithm designed to analyze ALS data for canopy characteristics which quantify the dimensions of a canopy gap at various directions as well as total gap size area. This section explains the basic functionality of the algorithm and gives general definitions of the new canopy metrics. Section 2.3.4 gives a detailed explanation of how the algorithm functioned.

The algorithm searched ALS data transformed into a 2 dimensional tree height model at specific user defined locations (i.e. the ground points). The data was scanned for presence of canopy elements in 192 unique directions (every 1.9 degrees) on the planar surface from vectors originating at a predefined point. Each of the 192 directional vectors, with the origin at the user defined location, traveled in unique and constant directions until a canopy element was hit (end point). Each vector was then attached the distance (in meters) between the user defined location and the closest canopy feature which was in the directional path of the vector (Figure 3). All end points from the 192 vectors were connected and a 2-dimensional poly-shape was created (Figure 4 part c). This was repeated for all user defined locations. This poly-shape (total gap area) represented the size of the gap surrounding the user defined point(s) in $m^2$, or in other words the total open area around a point. The mean length of each directional vector (mean distance to canopy) in m, the max length of each vector (max distance to canopy), and the minimum length of each vector around from the user defined point (min distance to canopy) were also calculated which gave generalized information about the fetch of a canopy gap from the location perspective at the point in question, as well as the point(s) location relative to the gap.
Vector pairs were used in further calculations and were defined as the coupling of two opposing vectors (92 vector pairs). For example, the vector traveling exactly west from a point would be paired with the vector traveling exactly east. The mean length of the vector pairs were calculated (mean gap diameter) in m, along with the maximum (maximum gap diameter) and minimum vector pair lengths (minimum gap diameter) in order to provide basic information about the shape of the gap around the point in question.

All of these metrics were additionally generated for unique directional sectors, where the vector searching sectors were limited to 180 and 90 degree windows. The 180 degree windows included analyses restricted to the cardinal directions, north, south, east and west. The 90 degree windows included all quarter quadrants as well as the cardinal directions: north, south, east, west, northeast, southeast, southwest, and northwest. Refer to table 2 for an overview of the calculated metrics. To use total gap area as an example; total gap area was calculated around the predefined points for the (1) entire domain (360 degrees), (2) to the north with a 180 degree search window, (3) to the east with a 180 degree search window, (4) to the south with a 180 degree search window, (5) to the west with a 180 degree search window, (6) to north with a 90 degree search window, (7) to the northeast with a 90 degree search window, (8) to the east with a 90 degree search window, (9) to the southeast with a 90 degree search window, (10) to the south with a 90 degree search window, (11) to the southwest with a 90 degree search window, (12) to the west with a 90 degree search window, and (13) to the northwest with a 90 degree
Table 2. Fifty-seven canopy metrics were created from the searching algorithm. Gap area and distance to canopy metrics were derived for the entire domain as well as for each directional sector from a 90 and 180 degree search window. The gap diameter metrics and canopy height proxies were generated only for the entire domain. Values within parentheses indicate number of times the descriptor was created.

<table>
<thead>
<tr>
<th>Canopy Descriptors</th>
<th>The full domain</th>
<th>180° sector (N, S, E, W)</th>
<th>90° sector (N, S, E, W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>total gap area (m²)</td>
<td>√</td>
<td>√ (4x)</td>
<td>√ (8x)</td>
</tr>
<tr>
<td>max gap diameter (m)</td>
<td>√</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>max distance to canopy (m)</td>
<td>√</td>
<td>√ (4x)</td>
<td>√ (8x)</td>
</tr>
<tr>
<td>min gap diameter (m)</td>
<td>√</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>min distance to canopy (m)</td>
<td>√</td>
<td>√ (4x)</td>
<td>√ (8x)</td>
</tr>
<tr>
<td>mean gap diameter (m)</td>
<td>√</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>mean distance to canopy (m)</td>
<td>√</td>
<td>√ (4x)</td>
<td>√ (8x)</td>
</tr>
<tr>
<td>max canopy height proxy (m)</td>
<td>√</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>mean canopy height proxy (m)</td>
<td>√</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

Figure 3. Schematic of the searching vectors (blue) movement within an empty domain. Vectors begin and finish due north and move in a clockwise rotation. Red lines represent the breaks between the directional sectors. The underlying grided domain is seen in the background. The vectors reach the edge of the domain unless a canopy element (represented as a dark circle) is first reached.
search window. The directional windows were also used for the mean distance to canopy, maximum
distance to canopy and minimum distance to canopy metrics. The vector pair metrics (mean gap
diameter, maximum gap diameter and minimum gap diameter) were only generated for the entire
domain (360 degree window).

Finally, in addition to the directional searches, a secondary static domain with a 10m radius around
each point was then used to estimate general tree height proxies around the predefined points. A
maximum canopy height value (max canopy height proxy) was calculated for each data trap as well as
an average of all values within each data trap (mean canopy height proxy) from the tree height module.
Table 2 outlines all calculated metrics.

3.2.3.4 Searching algorithm construction

The directional search for canopy elements surrounding a given center location utilized the general
procedure outlined in the previous section. Specifically, an initial height threshold (hth), a starting
bounding box where the vectors travel through despite potential presence of canopy elements, and a
basic smoothing function were integrated into the algorithm to cope with unwanted scatter due to
ungrouped understory canopy returns (Figure 4).

When a height threshold is set, the algorithm ignores all canopy elements which have heights less than
the pre-established value. The height threshold was set at 1.25 meters in order to mimic settings that
were also used for the derivation of the ALS based CC, LAI and incoming solar radiation (Moeser et
al.,2014). Therefore the 192 vectors around the predefined point(s) only stop when a canopy element
greater than the hth (1.25 m) within the direction path is reached.
The smoothing function was introduced in order to reduce the amount of noise effects of the ALS returns within the understory. Refer to figure 4 for a transect view of the understory surrounding a point. The smoothing function was implemented by creating a 0.25 x 0.25m raster of the ALS data cloud where the average return value (transformed to canopy heights) was then assigned to each grid cell. This grid was then binarized based on the hth: When the gridded canopy returns were ≥ hth (1.25m), the grid cell value was assigned 1 and when the return was < hth (1.25m), the grid cell value was assigned 0. A moving 3x3 neighborhood cell mean filter was applied over the domain (200m * 200m domain around each analysis point) where each element i, situated in the middle of the neighborhood, was assigned the mean of the neighborhood.

Figure 4. (a) LiDAR point cloud data around measurement point ‘C1’ within the ‘Laret low’ field area. (b) Shows the understory of LiDAR returns (zoom in of canopy returns less than 5 m which were located within the box cut domain seen within each subsequent tile) with the analysis point at the established hth of 1.25 m. Please note lack of structure seen within the understory as compared to the overstory in part a. (c) 2-d viewpoints of the same data from part a. These tile show the polygon’s created in green from 3 different smoothing scenarios. The estimated gap area (area) and mean dist to canopy (mdc) can be seen within the insets of each. Column three of (c) shows the best fit smoothing factor of 0.9. The black box within each plan view shows the exact dimensions of the transect view in part b. All utilize a starting box of 0.75 m and a height threshold of 1.25 m.
The smoothing function was further parameterized by a smoothing factor which represented a percentage of canopy / percentage of total. The smoothing factor acted as secondary threshold within the smoothed raster and values above this threshold value were considered canopy and values below are passed through by the search vectors. This value was optimized to a value of 0.9 (the vector was stopped at a grid cell when at least 90 percent of the surrounding grid cells had canopy elements over the hth.) based on a visual comparison with the ALS data cloud (Figure 4c). From the use of this smoothing factor with the smoothed raster, the vectors were able to bypass ungrouped understory canopy returns, which allowed for the vectors to travel past canopy returns which fell over the hth (1.25m) but demonstrated a low surrounding density (Figure 4b).

Finally, since the smoothing function was based on a gridded approach, an initial starting bounding box was integrated. For example, if the neighboring pixel to the north of the starting point was classified as canopy, then entire 45 degree viewshed to the north would have also been classified as canopy, since all vectors traveling between the northwest and northeast directions would hit this grid cell. Due to this, an initial starting distance of 0.75m was allocated to the searching vectors, which reduced the significance of canopy hits close to the starting point affecting the neighboring classifications.

3.2.3.5 Searching algorithm transferability

Since the vector searching algorithm works on ALS data converted to a raster, high point cloud density data is not necessarily needed to provide accurate metric derivation. This process has been fully automated and initial settings including the height threshold, the grid size of the raster (raster of ALS data cloud), smoothing factor and initial starting bounding box as well as the predefined location list (where the process was to be performed) were programmed as user defined presets. This flexibility allows for the use of this algorithm within other data sets regardless of the initial data resolution.

3.2.4 Data analysis

In accordance with the snow measurement assumptions (Section 2.2), snow interception (in mm SWE) can then be thought of as: SWE in the open ($P_{\text{open}}$) – SWE in the forest ($SWE_{\text{forest}}$). In order to normalize the data over each storm event, the ratio of $SWE_{\text{forest}} / P_{\text{open}}$ was used as a direct comparison
to the metrics from the ALS data. This included all metrics seen within table 2 as well as the LAI, CC, and incoming solar radiation generated from synthetic ALS images (Section 2.3.2). All metrics were individually correlated to the interception data at each storm event and subsequently averaged.

All forest metrics were then inter-compared using correspondence analysis (CA) in order to analyze cross-correlation between the metrics. CA is a non-parametric principle component method for analyzing correspondence or independence among variables. The significance of each association was based upon the chi-squared distance between each data point and the expected value, where the expected value was equal to the value that has the highest probability of occurring within the dataset (Car, 2002). Eigenvectors (factors) associated with the Eigen decomposition of the matrix of the chi-square values from the data set were plotted on independent axes, along with the Eigen values for each sample which allowed for a visual assessment of independence or cross correlation. Each factor axes were also assigned a significance value (percent of inertia) which represented an estimate of the amount of variability captured within the dataset from the factor. Independence was then analyzed by the plotted variable separation distance, with greater significance given to the separation on the axes with a higher factor value (Greenacre and Blasius, 1994; Lorenzo-Seva et al., 2009; Van de Velden and Kiers, 2003; Van de Velden and Kiers, 2005).

K means clustering was then used in order to automatically choose groups of variables which have similar CA plotting characteristics by maximizing the inter cluster distance and minimizing the intra cluster distances (Seber, 2004; Späth, 1985). Independence within CA is normally qualitatively analyzed from a visual analysis of variable separation. However, this unique method pairing (CA and K means clustering) allowed for an automated and unbiased approach. The analysis was performed iteratively from a random centroid selection of each potential cluster (cluster groups set to 4). The factor values from the CA were also integrated into the K means clustering routine, where the partitioning of the intra and inter clustering distances were further based on the factor value (refer to axis values in figure 5). Each factor value was given a normalized percent weight based on the additive of each plotted dimension factor value (3 dimensions). These weights were then applied to the coordinates of
the input data. This allowed the k means clustering routine to favor relationships based upon the amount of variance captured within each dimension (percent of inertia).

### 3.3 Results and Discussion

Table 3 gives an overview of correlations of canopy metrics to interception ratio. All gap diameter metrics retained almost exact correlations as the distance to canopy metrics. Due to this, the gap diameter metrics have been removed from table 3. This highlights the near identical predictive ability of these two metrics and shows that mean gap diameter represents, regardless of the quadrant, almost equivalent gap opening characteristics as mean distance to canopy. Furthermore, All maximum and minimum estimates (max/min distance to canopy, max/min gap diameter for the entire domain as well as sectors) demonstrated significantly lower correlations to the interception rate as compared to mean (mean distance to canopy, mean gap diameter) or total gap area estimates. Therefore all metrics quantifying maximum or minimum length regardless of the quadrant have also been removed from table 3. This implies that even if there are large fetches within a specific direction where there is no canopy, the influence to snow interception is minimal. The descriptors which integrate all directions within a sector are better apt at interception estimation than canopy metrics which hold true only for specific directions. However, estimations of such metrics (max/min distance to canopy, max/min gap diameter) could prove important for other factors within the energy balance valuable for forest snow modeling that are not analyzed in this study such as radiation transfer.

The highest correlated metric was mean distance to canopy and maintained this ranking (average $R = 0.78$, standard deviation $= 0.09$) within each precipitation event (correlation range = 0.58 - 0.89). Canopy closure had a slightly reduced average correlation (-6%) at 0.72 and demonstrated a slightly higher standard deviation with a correlation range between 0.43 and 0.87. LAI showed significantly lower correlations than the higher correlated metrics, with an average $R$ of 0.57, standard deviation of 0.16 and a correlation range between 0.21 and 0.77. The best correlated area metric was total gap area which shared an equivalent average correlation with canopy closure at 0.72 and a slightly reduced standard deviation of 0.11 (correlation range = 0.50 – 0.86). These results imply that metrics which
evaluate the overall position of a point in space (mean distance to canopy), as well as metrics which calculate larger scale features (total gap area), are equally important for interception estimation as the canopy parameters which evaluate just overlying canopy density above a point. An overview of the metric statistics can be seen in table 3.

The correspondence and k means analysis shown in figure 5 utilized a compilation of all storm events. However, similar results were also observed when the analysis was run on individual storm events. The smallest cluster (n=3) retained canopy closure, leaf area index and tree height proxies. The tight clustering of these parameters demonstrated a significant amount of cross-correlation (dependence) between these metrics and implied that regardless of the metric, they represented identical parts of the total interception variation. The strongest (highest correlation to interception) member of this grouping was tied at mean tree height and canopy closure with the lowest correlated end member being leaf area index. This implied that not only may LAI not be the best predictor for interception, but regardless of which of these metrics are used, identical parts of the total interception variation are represented.

The second smallest cluster (n=10) integrated all total gap area metrics (total gap area, gap area to the north 180°, gap area to the northeast 90°, etc) except those to a southerly direction, with the strongest member being total gap area. This demonstrates the potential utility of a canopy metric which represents a larger scale feature such as canopy and forest openings.

The next grouping (n= 15) incorporated all distance to the south estimates (mean distance to canopy - south 180°, mean distance to canopy - southeast 90°, etc), area to the south estimates (mean gap area - south 180°, mean gap area - southeast 90°, etc), and all incoming solar radiation estimates which incorporated the direct component (direct incoming solar radiation- DIR_IR and average daily potential incoming solar radiation – PISR). The strongest member was average daily potential incoming solar radiation (PISR). This doesn't necessary imply that solar radiation is an important factor within interception modeling, this does however highlight the interplay between canopy openness and solar radiation, and shows that perhaps area measurements to the south could be used as a solar radiation proxy when no direct estimates are available for snow melt studies.
The largest grouping \((n=45)\) incorporated all distance estimates (mean distance to canopy, mean distance to canopy - north 180°, mean distance to canopy - northeast 90°, etc.) except those with a southern aspect as well as all diffuse incoming radiation estimates (DIF_IR). The strongest end member in this grouping, mean distance to canopy also had the highest overall correlations of all analyzed metrics and maintained low variance for all storm events. These correspondence results in tandem with the correlation analysis highlight that metrics which analyze the overall position of a point within a gap relative to the canopy, are equally, if not more important for interception modeling, than just a canopy coverage assessment.
Table 3. Overview of correlations of canopy metrics to interception ratio, where the mean represents correlations averaged over each storm event and stdev represents the standard deviation of the correlations. All values under each header are organized from high to low correlation. No maximum or minimum distance to canopy estimations are shown due to significantly lower correlations as compared to the mean distance estimates. Gap area diameter estimates were also removed due to near identical correlations shared with mean distance to canopy estimations. ‘DIF_IR’ represents the diffuse under canopy component of the estimated incoming solar radiation, ‘DIR_IR’ represents the direct under canopy component of the estimated incoming solar radiation and ‘PISR’ represents the potential incoming solar radiation or a composite of the direct and indirect component. While canopy closure maintains significant correlations please note the low LAI value of 0.57 (range 0.21 – 0.77) which demonstrated a 21% reduction as compared to the best correlated factor, mean distance to canopy (R: 0.78). **represents variables created using synthetic images.

<table>
<thead>
<tr>
<th>Searching Function - distance</th>
<th>mean</th>
<th>stdev</th>
<th>Searching Function - area</th>
<th>mean</th>
<th>stdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean dist. to canopy</td>
<td>0.78</td>
<td>0.09</td>
<td>total gap area</td>
<td>0.72</td>
<td>0.11</td>
</tr>
<tr>
<td>mean dist. to canopy - north 180°</td>
<td>0.74</td>
<td>0.10</td>
<td>total gap area - east 180°</td>
<td>0.67</td>
<td>0.11</td>
</tr>
<tr>
<td>mean dist. to canopy - east 180°</td>
<td>0.74</td>
<td>0.09</td>
<td>total gap area - north 180°</td>
<td>0.64</td>
<td>0.11</td>
</tr>
<tr>
<td>mean dist. to canopy - south</td>
<td>0.70</td>
<td>0.09</td>
<td>total gap area - south 180°</td>
<td>0.64</td>
<td>0.10</td>
</tr>
<tr>
<td>mean dist. to canopy - east 90°</td>
<td>0.70</td>
<td>0.09</td>
<td>total gap area - east 90°</td>
<td>0.60</td>
<td>0.10</td>
</tr>
<tr>
<td>mean dist. to canopy - NE. 90°</td>
<td>0.69</td>
<td>0.09</td>
<td>total gap area - NE. 90°</td>
<td>0.59</td>
<td>0.09</td>
</tr>
<tr>
<td>mean dist. to canopy - west 180°</td>
<td>0.68</td>
<td>0.09</td>
<td>total gap area - west 180°</td>
<td>0.57</td>
<td>0.09</td>
</tr>
<tr>
<td>mean dist. to canopy - north 90°</td>
<td>0.67</td>
<td>0.10</td>
<td>total gap area - SE. 90°</td>
<td>0.55</td>
<td>0.10</td>
</tr>
<tr>
<td>mean dist. to canopy - SE. 90°</td>
<td>0.64</td>
<td>0.09</td>
<td>total gap area - south 90°</td>
<td>0.52</td>
<td>0.09</td>
</tr>
<tr>
<td>mean dist. to canopy - NW. 90°</td>
<td>0.62</td>
<td>0.10</td>
<td>total gap area - north 90°</td>
<td>0.50</td>
<td>0.10</td>
</tr>
<tr>
<td>mean dist. to canopy - south 90°</td>
<td>0.62</td>
<td>0.08</td>
<td>total gap area - SW. 90°</td>
<td>0.50</td>
<td>0.08</td>
</tr>
<tr>
<td>mean dist. to canopy - west 90°</td>
<td>0.61</td>
<td>0.08</td>
<td>total gap area - NW. 90°</td>
<td>0.49</td>
<td>0.11</td>
</tr>
<tr>
<td>mean dist. to canopy - SW. 90°</td>
<td>0.60</td>
<td>0.07</td>
<td>total gap area - west 90°</td>
<td>0.48</td>
<td>0.08</td>
</tr>
</tbody>
</table>

| solar radiation | mean daily DIF_IR** | 0.74 | 0.12 |
| standard metrics | mean canopy height | 0.72 | 0.08 |
| mean daily PISR** | 0.67 | 0.14 |
| canopy closure** | 0.72 | 0.13 |
| mean daily DIR_IR** | 0.54 | 0.15 |
| LAI** | 0.57 | 0.16 |
Finally, the metric correspondence analysis demonstrated that no increased predictive power is available within this dataset if LAI and CC are used simultaneously for snow interception estimates. It further highlighted the weak direct correlation between LAI and snow interception ratio. Several of the variables created from the searching algorithm demonstrated significantly higher correlations than LAI and showed distinct separation from the traditional metrics grouping (cluster 1). This implied that not only could a variable such as a mean distance to canopy accurately be used as an independent variable to model interception ratio but also that a composite of these variables could create a more robust model than the standard pairing of LAI and canopy closure. Current interception models, either stand alone, or subsequently integrated into snow melt models use this standard metric pairing. Therefore, it seems likely that one or more of the new metrics could be integrated into the interception

Figure 5. Correspondence analysis with integrated k means clustering of metrics for 4 groupings. Each grouping is represented by a color, and within each grouping a box shows the location of highest correlated metric within the grouping. The cross represents the location of the independent element, snow interception ratio. The traditional canopy descriptors, CC and LAI and the mean tree height proxy were plotted in the same grouping, showing a high degree of cross correlation between these descriptors. The second largest grouping in light blue integrated only estimates of area. The third cluster included direct radiation estimates as well as area and distance estimates to the south. The largest cluster (red) integrated all remaining distance estimators and included the highest correlated factor of the series, mean distance to canopy.
model distributions for a more accurate representation of the overall water balance within forested areas.

3.4 Conclusion

ALS has the potential to supplement not just interception modeling techniques but also forest snow modeling in general. Within the field areas surrounding Davos, Switzerland, the availability of ALS data has allowed for the creation of novel canopy metrics without the prohibitive time necessary to manually measure thousands of points to describe the canopy over large areas. The vector searching algorithm is fully automated and could characterize thousands of locations within the field areas (section 2.1) in a period of minutes. This, in conjunction with an extensive database of manually measured snow interception over heterogeneous terrain (~8,500 manual measurement points) allowed us to create and test the capabilities of new input metrics in relation to parameters historically used for forest snow modeling (CC, LAI). LAI demonstrated low correlations when directly compared to snow interception ratio and further showed a large cross-correlation with canopy closure. Mean distance to canopy had the highest correlation over all storm events to the interception ratio. But in contrast to LAI, this variable did not show any cross correlation with canopy closure (CC). Likewise, total gap area, an indirect measurement of apparent gap fraction also showed a high correlation to interception ratio without demonstrating a significant cross-correlation to CC or to mean distance to canopy.

These findings suggest that modeling forest snow processes with both CC and LAI may not be the best option due to both; the low correlation of LAI as well as high cross-correlation between these variables. However, the pairing of mean distance to canopy and/or total gap area with canopy closure could give more robust estimations of snow interception within heterogeneous terrain. Together, these variables have the ability to quantify not just canopy density but canopy metrics relative to larger scale canopy structural features such as canopy openings.

In order to permit for more robust modeling at scales greater than the point scale, the greater canopy topography needs to be accounted for. The inclusion of metrics which describe point based canopy topography (canopy closure) with those which give information regarding where these metrics reside in
relation to the larger encompassing features such as total gap area or mean distance to canopy could allow for better upscaling of snow forest models to the landscape scale.

All programming was performed using Matlab. All scripts related to this algorithm are freely available upon request.
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\textbf{Abstract}

Forest snow interception can account for large snow storage differences between open and forested areas. The effect of interception can also lead to significant variations in sublimation, with estimates varying from 5 to 60\% of total snowfall. Most current interception models utilize canopy closure and LAI to partition interception from snowfall and calculate interception efficiency as an exponential decrease of interception efficiency with increasing precipitation. However, as demonstrated, these models can show specific deficiencies within heterogeneous canopy. Seven field areas were equipped with 1932 surveyed points within various canopy density regimes in three elevation bands surrounding Davos, Switzerland. Snow interception measurements were taken from 2012 to 2014 (~9,000 samples) and compared with measurements at two open sites. The measured data indicated the presence of snow bridging from a demonstrated increase in interception efficiency as precipitation increased until a maximum was reached. As precipitation increased beyond this maximum, the data then exhibited a
decrease in interception efficiency. Standard and novel canopy parameters were developed using aerial LiDAR data. These included estimates of LAI, canopy closure, distance to canopy, gap fraction and various tree size parameters. These canopy metrics and the underlying efficiency distribution were then integrated to formulate a conceptual model based upon the snow interception measurements. This model gave a ~27% increase in the R2 (from 0.39 to 0.66) and a ~40% reduction in RMSE (from 5.19 to 3.39) for both calibration and validation data sets when compared to previous models at the point scale. When upscaled to larger grid sizes, the model demonstrated further increases in performance.

4.1 Introduction

The hydrology of cold forested regions is dominated by snow forest processes and plays a significant role within the global water budget. Snowmelt-dominated watersheds which contain forests yield approximately 60% of the global freshwater runoff [Chang, 2003]. Within the Northern hemisphere it is estimated that 20% of the seasonal snow cover is located within forested areas and can account for 17% of total terrestrial water storage during the winter season [Guntner et al., 2007; Rutter et al., 2009].

In the Northern boreal forests, these processes are especially pronounced, with many internal forest snow mechanisms showing not just regional or local dependencies but demonstrating heterogeneity at extremely fine scales. Specifically, the surrounding forest structure can both augment and attenuate the physical forcing processes affiliated with snow accumulation and ablation. A prime example, intercepted snow from the forest canopy, ranges from 0 to just over 60% of total annual snowfall [Montesi et al., 2003; Storck et al., 2002]. Intercepted snow in most cases represents water lost, since this is the primary driver of sublimated snow in forested areas. Sublimation, like interception also demonstrates a significant range in values, and many studies have estimated sublimation to range up to 50% of the total annual snowfall [Essery and Pomeroy, 2001; Hedstrom and Pomeroy, 1998; Lundberg and Halldin, 2001]. This large range of interception when paired with similarly large sublimation estimates makes interception the single most dominate physical process to drive snow cover heterogeneity in forest regions.
Snow interception has been studied for over 100 years, with the initial studies from Carpenter [1901] and Church [1912] which qualitatively describe forest snow interception. To date, three papers known to the authors have attempted to synthesize the results of these studies and highlight the contrasting methods utilized to measure and represent interception processes [Bunnel et al., 1985; Lundberg and Halldin, 2001; Varhola et al., 2010b]. If anything, these results serve to highlight the complexity of the phenomenon and emphasize that despite the large volumes of prior work; still more is needed to create an interception model valid over various conditions at various scales.

Many papers have highlighted the importance of snow bridging, branch bending and snow bouncing on the maximum snow load and interception efficiency (interception / total precipitation) or the fraction of SWE which is intercepted in the canopy. Tennyson [1974] and Bründl [1999] visually captured these processes using time lapse photography/video and showed an initial increase in snow interception efficiency on both Ponderosa pine and Norwegian spruce. The adhesion and cohesion processes leading towards snow bridging (potential surface area increase as well as potential broadening of the stress bulb) and the subsequent (initial) interception efficiency increase has been described qualitatively by Bunnel et al [1985] and Miller [1964]. The first attempts to quantify these relationships were seen in the works of Satterlund and Haupt [1967] who developed a model in a Douglas fir and white pine forest which represented the underlying interception efficiency distribution as the growth phase of a sigmoidal curve. This work was furthered by Schmidt and Gluns [1991] who found a similar sigmoidal distribution in interception and efficiency in the branches of Engelmann spruce, subalpine fir, lodgepole pine and artificial branches. However the magnitude of the interception (and efficiency) was higher with the artificial branches implying interception depends on the bending potential of the branch or more specifically initial branch stiffness and the initial branch angle.

The model from Hedstrom and Pomeroy [1998] was one of the first to directly include canopy parameterizations (LAI and canopy closure (CC)). The model, based on their initial assumptions that interception efficiency (1) decreases with canopy snow load and (2) increases with canopy density,
used an exponential decay model as the underlying efficiency distribution which contrasted to the majority of the prior findings.

Due to the inherent difficulties in direct interception measurements, a variety of inventive methods have been implemented in the past works. However, the standard direct method is destructive and necessitates the cutting of a tree which is then attached to a scale [Hedstrom and Pomeroy, 1998; Nakai et al., 1994; Nakai, 1999; Pomeroy, 1998; Satterlund and Haupt, 1967; Schmidt and Gluns, 1991; Storck et al., 2002; Suzuki and Nakai, 2008]. Optical methods have also been employed, which relate the visually intercepted snow load from time lapse photography to field measurements [Brundl et al., 1999; Kobayashi, 1987; Nakai, 1999; Tennyson et al., 1974]. Gamma Ray attenuation has also been used to directly measure the snow water equivalence on branches [Calder 1991]. Due to the heavy material reliance of these direct methods, no data over larger scales has been collected. Of the above examples which also presented direct model equations for interception, the largest data set was collected by Schmidt et al [1991] for a total of 175 branch samples (30 – 36 cm in length) over two seasons. Satterlaund et al [1967] used 4 tree saplings (3.7-4.2 meters) for a 1 season study and Hedstrom and Pomeroy [1998] used 4 jack pine trees (7 -15 meters in height and 38 – 90 kg in weight) over 4 seasons and one black spruce tree (12 meters in height and 22 kg in weight) over one season.

Like interception measurements, direct methods for measurement of canopy structure are also labor intensive and normally require destructive sampling of the overhead canopy. However, there are many indirect methods including hemispherical photography, plant canopy analyzers (LAI-2000), and spherical densitometers and each have particular strengths and weaknesses depending on the specific structure element estimated [Breda, 2003; Hyer and Goetz, 2004]. Airborne laser scanning (ALS) data is increasingly utilized to accurately estimate CC and LAI and is readily available for large areas throughout the world [Lovell et al., 2003; Moeser et al., 2014; Morsdorf et al., 2006; Morsdorf et al., 2004; Riaño et al., 2004; Solberg, 2010; Solberg et al., 2009]. ALS can also derive large scale features such as canopy openings within forested areas and it is also possible to provide information on how these open areas are positioned relative to the surrounding forest. Since ALS can quickly characterize
surfaces over large scales, it can also be used for a variety of novel canopy parameter estimates potentially valuable for forest snow modeling. Investigations of large scale canopy features represent a significant research gap with large potential improvements in a variety of research fields which has just begun to be investigated [Moeser et al., 2015; Varhola et al., 2010a; Zhao et al., 2011].

The Snow Model Inter-comparison Project (SnowMIP2) recognized 33 snow melt models which have directly integrated a snow interception module of varying degrees of complexity [Essery, 2009; Rutter et al., 2009]. All of these models, utilize either canopy closure (CC), leaf area index (LAI) or a composite of the two in order to describe the canopy structure, with the majority directly utilizing the proposed algorithm by Hedstrom and Pomeroy [1998]. However, the interplay between generalized canopy characteristics such as LAI and CC and snow interception also depends on where these characteristics are situated in relation to surrounding forest architecture. As an example, field areas which have differing large scale canopy structures such as forest gaps around a point can still have the same LAI or CC estimate.

Canopy gaps have large impacts on the snow holding capacity in many forested areas. These areas can show divergent snow accumulation patterns as compared to the surrounding forest and may have snow accumulation that exceeds nearby open, non-forested areas [Troendle and Meiman, 1986; Winkler et al., 2005]. The interface between the open and forested areas also show the most heterogeneous snow accumulation and ablation patterns within a forested area and can house both the maxima and minima depending upon the position relative to the surrounding forest [Golding and Swanson, 1986; Veatch et al., 2009]. In efforts to describe the relationship between openness and surrounding canopy, some practitioners categorize gaps for opening size as a function of the average surrounding tree size.

In order to permit for more robust interception modeling at landscape scales the greater canopy topography as well as the spatial heterogeneity of canopy structure needs to be accounted for within models. Despite this, interception modules continue to use only point based predictors, most likely due to the intensive requisite time involved in collecting canopy parameters over large areas. The inclusion
of parameters which describe point based canopy topography (canopy closure) with those which give information regarding where these parameters reside in relation to larger encompassing features such as the distribution of gaps around a point (e.g. total open area around a point), could allow for better upscaling of snow forest models to the landscape scale [Moeser et al., 2015]. ALS (when compared to manual collection methods) has the ability to provide such parameters over large scales, in a time and cost effective manner.

In order to develop a model that includes the greater canopy structure and allow for greater transferability of results, interception measurements are also needed over a large distribution of heterogeneous canopy architectures. With some assumptions, storm interception can be indirectly measured by comparing the ratio of newly fallen snow in the open to the amount newly fallen snow under the canopy. Typically this is done by measuring the new snow accumulation on top of preplaced boards [Kobayashi, 1987; Lundberg et al., 1998; Pfister and Schneebeli, 1999].

This research has utilized a novel indirect snow interception measurement method at thousands of surveyed measurements points (1932) within various canopy density and openness regimes over a series of interception events for a total of 9000 manually measured snow interception points (A) (cf. 4 – 175 samples from past studies). These interception estimates were then paired with novel canopy parameterizations from ALS data (B) in order to create a new interception model. This model integrated prior interception efficiency distribution research performed from branch, sapling and tree studies and scaled these to be effectively used over forest landscape scales from the integration of novel canopy parameters from ALS data.

This is the first study to utilize such a large database of interception measurements (A) as well as use novel canopy parameters which integrate larger scale canopy structure (B) for an interception model. We have highlighted the (1) basic process flow of this pairing and (2) demonstrated the utility by a comparison to the most used snow interception model to date [Hedstrom and Pomeroy, 1998] under a broad range of canopy conditions and scales.
Furthermore, the Hedstrom and Pomeroy model, of which we compared our model skill, was created in a cold boreal climate but is often utilized in a variety of different meteorological environments. This should emphasize the need for not just a model integrating larger scale canopy structure, but one better suited for temperate snow environments.

### 4.2 Methods

#### 4.2.1 Field areas

Seven 50m by 50m forested field areas have been equipped for study in three unique elevation bands. They were set up in the fall of 2012 and are part of a long term forest snow hydrology study area operated by the WSL Institute for Snow and Avalanche Research (SLF). The field areas were characterized by highly heterogeneous canopy characteristics at the sub-plot scale along with the presence of larger scale canopy attributes such as canopy gaps. The field areas were further chosen to have low to no surface slopes and minimal surrounding terrain shading influences. The canopy was comprised of predominately Norwegian spruce with heights varying from seedling to a maximum of 45 meters, with the majority between 10 and 30 m. Each field area contained 276 surveyed points for a total of 1932 locations utilizable for ground measurements and canopy characterizations. The field areas consisted of 36 permanent poles drilled into ground positions measured with a distometer with exactly 10 meter horizontal (± 1cm) spacing from each other creating a 50m x 50 m grid. A fixed line was attached to all poles and 2 meter intervals were manually measured and marked between each. A differential GPS was used (± 20cm) at each of the poles to convert the projected coordinate system to a global one. The global coordinates were then distributed to all internal marked points for a final maximum rectification error of ± 50cm for each of the 1932 points. Two open field sites with 50 measurements points each (± 20cm) were also equipped as reference sites for direct comparison to the under canopy snow measurements. See figure one.
Figure 1. There were seven forested areas and two open field areas located in three elevation regimes around Davos in eastern Switzerland. Each field area was located in a unique gap fraction regime and maintained heterogeneous canopy characteristics. The box plots below the map are LiDAR cloud representations of three of the seven areas. The measurement points (276 points) surveyed in a 50 m x 50 m grid can be seen within each of the box plots. The remaining field areas maintained the equivalent experimental setup.
Table 1. Dates of snow sampling within the 2012/13 and 13/14 winter seasons. The snow depth measurements represent the total snow storm depth which fell in the Laret open field site. The remaining values, representing storm based values (swe – total storm swe, and temp - average storm temperature °C), are modeled.

<table>
<thead>
<tr>
<th>storm date</th>
<th>snow depth (cm)</th>
<th>swe (mm)</th>
<th>temp (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13-Jan-2013</td>
<td>28.53</td>
<td>22.65</td>
<td>-3.9</td>
</tr>
<tr>
<td>22-Feb-2013</td>
<td>20.31</td>
<td>13.89</td>
<td>-12.1</td>
</tr>
<tr>
<td>6-Mar-2013</td>
<td>37.16</td>
<td>28.96</td>
<td>-4.2</td>
</tr>
<tr>
<td>27-Mar-2013</td>
<td>17.41</td>
<td>12.81</td>
<td>-5.7</td>
</tr>
<tr>
<td>15-Jan-2014</td>
<td>27.65</td>
<td>24.42</td>
<td>-2.4</td>
</tr>
<tr>
<td>28-Jan-2014</td>
<td>27.80</td>
<td>21.18</td>
<td>-4.7</td>
</tr>
<tr>
<td>17-Feb-2014</td>
<td>24.31</td>
<td>22.49</td>
<td>-1.9</td>
</tr>
<tr>
<td>24-Mar-2014</td>
<td>35.88</td>
<td>26.93</td>
<td>-5.1</td>
</tr>
</tbody>
</table>

4.2.2 Snow measurements

Snow depth data was manually collected after every storm with a total open area snowfall amount of 15 cm or greater in the winter 2012 and 2013 seasons. These measurements were collected at each forested point (1932 points) as well as at 100 open area control points (total of ~69000 measurements). Indirect snow interception measurements were collected when conditions allowed (table one). In some cases a crust formed over the previous layer before the subsequent snow storm. In these cases, it was possible to measure the newly fallen snow from the base of the underlying crust. These differential snow depth measurements were made during 9 storm events (table one) when the appropriate pre-conditions allowed: (1) forest canopy must be 100% snow free before a storm event, (2) minimal wind redistribution during the storm period and (3) obvious crust on prior snow layer. These measurements were taken immediately after the storm period was over in order to reduce, as much as possible, snow unloading. These assumptions allowed the differential snow depth measurements to be thought of as 1- snow interception, and were easily converted to interception within the sample areas (storm interception = newly fallen snow in the open – differential snow measurement in forest). The indirect storm interception measurements were subsequently parsed in order to remove any potential
conflicts with the necessary initial conditions and assumptions leaving ~9000 interception measurement points available for use.

4.2.3 LiDAR data

4.2.3.1 Technical details

LiDAR data acquisition was carried out from the 11th to the 15th of September 2010 using a Riegl LMS Q 560 sensor from a series of helicopter flyovers at a nominal flying altitude of 700 meters for a total area of ~90km2. The wavelength emitted from the Riegl device was 1550 nm with pulse durations of 5 ns and up to 7 returns were detected per pulse using a maximum scan angle of ±15°. The post processing of the full waveform data set yielded an average echo density of 35.68/m2 of the flyover domain and 19.05/m2 for the last returns (i.e. shot density) within the utilized domain area. The affiliated digital terrain model (DTM) or the underlying ground surface elevations were computed by using the classified ground returns at a 0.5 m horizontal resolution by Toposys using their in house processing software, TopPit (http://www.imagemaps.com/toposys.htm).

4.2.3.2 Polar system elements

LiDAR data was used to characterize the canopy at all measurement points in the field areas. Using the method of Moeser et al., 2014, the classical canopy descriptors, LAI and canopy closure were derived from a transformation of the ALS data into a spherical coordinate system (Figure 2, lower row). The ALS data was then flipped on the east west theta axis to represent an angular ground perspective. These data were converted in order to mimic hemispherical photos and further analyzed in a standard image analysis program, ‘Hemisfer’ [Schleppi et al., 2007; Thimonier et al., 2010]. Potential incoming solar radiation (PISR) and the affiliated direct and diffuse components were also estimated from this process. In this manner, LAI and CC were estimated with significantly higher correlations that using the standard Cartesian approach (r: 0.93 and RMSE: 0.037 for CC and r: 0.83 and RMSE: 0.813 for LAI). PISR showed similarly high correlations ranging from 0.90 to 0.94 dependent upon the field site. For details please refer to Moeser et al. [2014].
4.2. Methods

Figure 2. The LiDAR data is displayed in the standard downward looking Cartesian viewpoint on the upper row with an average echo density of 36 points/m². The upper left image, displayed in a 2 dimensional format, includes an example of a polygon created from the vector searching algorithm. From these polygons, a variety of statistics can be estimated such as mean distance to canopy and total gap area. The lower left image is an example of LiDAR data converted to mimic a hemispherical image from an angular upward looking viewpoint. The lower right image is an actual hemispherical photograph. All images have been derived from the same point within an open area at the Laret low field area and have a data trap size of 100 meters (100 meter radius around point).
4.2.3.3 *Cartesian system elements*

A series of novel canopy descriptors were created from the ALS data for all snow sampling points from a vector searching algorithm. The algorithm searched the LiDAR data transformed into a 2 dimensional tree height model from a predefined center location approximately every two degrees on the planar surface. The tree height model was searched in 192 unique directions (~every two degrees) from vectors which originated from the predefined point. The vectors traveled in unique planar directions and did not stop until a canopy element from the tree height model was hit. Each vector was then given a distance (m) from the origin to the closest canopy element which was in the directional path of the vector (end point). The end points of each vector were connected and a 2 dimensional polygon was created. This shape (m$^2$) represents the total open area around a point and is referred to as total gap area (see the upper left tile of Figure 2 for an example of total gap area). The mean vector length (mean of the 192 vectors), which is called mean distance to canopy (m) was analyzed as well as the minimum (min distance to canopy), and maximum (max distance to canopy).

Statistics from the total gap area (m$^2$) were also analyzed. The mean gap diameter (m), was defined as the mean diameter of the of the gap area. The max gap diameter (m) or the maximum fetch of the total gap area as well as the minimum (min gap diameter) were also calculated. The distance to canopy estimates (mean distance to canopy, max distance to canopy, min distance to canopy) were also calculated for 180 degree and 90 degree directional windows (north, south, east, west, northeast, southeast, southwest, and northwest). For example, a 180 degree search window of south searches all vectors from 90° (due east) to 270° (due west) and a 90 degree search window of south searches all vectors from 135° (southeast) to 225° (southwest).

A secondary domain with a 10 radius around each predefined point was used. Within these domains basic tree height proxies were estimated. Max canopy height, or the maximum height of the canopy elements within the domain as well as the mean canopy height, or the mean or all canopy elements within the domain were also calculated. A total of 57 canopy predictors were created from the vector searching algorithm automatically at each point. Table two displays all estimated canopy metrics. For a detailed method description refer to Moeser et al., [2015].
Table 2. Table modified from Moeser et al.,[2015]. Fifty-seven canopy metrics were created from the searching algorithm. Gap area and distance to canopy metrics were derived for the entire domain as well as for each directional sector from a 90 and 180 degree search window. The gap diameter metrics and canopy height proxies were generated only for the entire domain. Values within parentheses indicate number of times the descriptor was created.

<table>
<thead>
<tr>
<th>Canopy Descriptors</th>
<th>The full domain</th>
<th>180°sector (N,S, E, W)</th>
<th>90°sector (N, S, E, W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>total gap area (m²)</td>
<td>√</td>
<td>√ (4x)</td>
<td>√ (8x)</td>
</tr>
<tr>
<td>max gap diameter (m)</td>
<td>√</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>max distance to canopy (m)</td>
<td>√</td>
<td>√ (4x)</td>
<td>√ (8x)</td>
</tr>
<tr>
<td>min gap diameter (m)</td>
<td>√</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>min distance to canopy (m)</td>
<td>√</td>
<td>√ (4x)</td>
<td>√ (8x)</td>
</tr>
<tr>
<td>mean gap diameter (m)</td>
<td>√</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>mean distance to canopy (m)</td>
<td>√</td>
<td>√ (4x)</td>
<td>√ (8x)</td>
</tr>
<tr>
<td>max canopy height proxy (m)</td>
<td>√</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>mean canopy height proxy (m)</td>
<td>√</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

4.2.4 Data analysis

4.2.4.1 Snow depth to SWE conversion

In following with the methods utilized by Hedstrom and Pomeroy [1998] and Schmidt and Gluns [1991], the model from the US Army Corps of Engineers [1956] was utilized where snow density was related to the average storm temperature as follows:

\[
snow\text{ density} = 67.92 + 51.25 \, e^{(T/2.59)}
\]

eq (1)

where T is average storm air temperature (°C). The air temperature at each site, for each storm event, was interpolated based on an altitudinal gradient derived from surrounding meteorological stations. The interpolation utilized temperature data from 4 meteorological stations from the ‘Intercantonal measurement and information system’ (IMIS) surrounding Davos, Switzerland at four unique elevation bands: 1560 m, 2140 m, 2290 m, 2540 m (IMIS – KLO, IMIS – SLF, IMIS – PAR, IMIS – WFJ).

Equation one was then used to attached fresh snow density values to all measured snow depth values at each storm to arrive at SWE. Finally, the interception measurements were calculated from a simple subtraction of the freshly fallen SWE in the open – freshly fallen SWE in the forest.
4.2.4.2 Interception model

In accordance with the prior research from Satterlund et al [1967] and Schmidt and Gluns [1991], an initial increase in interception efficiency until a optimum \( I_{\text{max}} \) was reached along with a subsequent falling limb was seen within the plotted efficiency values at all canopy densities within this data set (figure 7). Due to this, the sigmoid growth curve proposed by Satterlund et al [1967] was used as the underlying model within this study:

\[
I = \frac{I_{\text{max}}}{1 + e^{-K(P-P_0)}}
\]

Where \( I \) is interception, \( I_{\text{max}} \) is the interception storage capacity (called \( S \) in prior studies), \( P \) is the storm precipitation, \( P_0 \) is the accumulated storm accumulation at the time of maximum interception efficiency and \( K \) expresses the efficiency rate. In prior studies, the factors \( I_{\text{max}}, K, \) and \( P_0 \) were derived on a storm and tree species basis. Hedstrom and Pomeroy [1998] furthered this work by calculating \( I_{\text{max}} \) for trees from empirical values suggested from Schmidt and Gluns [1991], derived from snow density:

\[
I_{\text{max}} = 0.27 + \frac{46}{\rho_{\text{snow}}}
\]

where \( \rho_{\text{snow}} \) is the density of fresh snow and multiplied this with LAI. Hedstrom and Pomeroy [1998] also used a static multiplier of 5.9 to this equation for spruce trees and defined Interception as:

\[
I = 0.678 \times I_{\text{max}} \times \left[ 1 - e^{\frac{-CC \cdot P}{I_{\text{max}}}} \right]
\]

Where 0.678 is a snow unloading multiplier valid for time after snow fall of 0 to 7 days.

The interception dataset was randomly divided into a calibration and a validation data set of 80% and 20% of total respectively. The \( \text{Imax} \) was calculated from a direct comparison of interception measurements from the calibration data set at the maximum efficiency event (13-Jan-2013) to all potential predictors (forest metrics). This included all parameters seen within table two, plus LAI, CC, incoming solar radiation as well as storm temperatures and fresh snow density. The parameters were then inter-compared using a correspondence analysis (CA) and K-means clustering analysis pairing in order to better understand how each of the variables related to each other.
4.2.4.3  Model Construction

CA is a non parametric principle components style analysis method specifically used for analyzing correspondence (or independence) among variables. This analysis has distinct advantages over traditional factorial analyses in cases where the analyzed data scales have a small response ranges. Within CA, the significance of data pairings is based upon the chi-squared distance between the actual and expected values [Car, 2002]. CA transforms the data into an ‘equivalent’ data space where the largest amount of data variability is captured within the first dimension (displayed as the x axis) the subsequent largest amount of variability in the second dimension (displayed as the y axis) and so on.

Each dimensional axis can further be given a significance value which represents the amount of variability the dimension (or axis) represents from the dataset (percent of inertia). Independence can therefore be qualitatively visualized by the separations distance between the plotted potential predictors (canopy metrics, etc) with greater significance given to separation distances seen on the axes with higher percent of inertia values. Specifically, small distances between points indicate a high association (cross correlation) and large distances indicate low association or independence. For a full mathematical description please see: [Car, 2002; Greenacre and Blasius, 1994; Lorenzo-Seva et al., 2009; Van de Velden and Kiers, 2003; Van de Velden and Kiers, 2005].

In order to reduce the potential bias in visual (qualitative) approaches such as CA, K-means clustering was used in order to quantify and automate the variable separations seen within the output of CA. K-means clustering was used to automatically choose groups of variables (canopy metrics) which plot similarly on the CA graph (Figure 4) by maximizing their inter cluster distances and minimizing their intra cluster distances [Seber, 1984; Späth, 1985]. The factor values (percent of inertia values) were integrated into the K-means routine and the routine was performed iteratively on the dataset where the centroid of each potential data cluster (grouping of variables) was randomly chosen. From prior work with similar datasets (interception ratio) the number of cluster groupings (k) was set to 4 [Moeser et al., 2015].
The component with the highest correlated value from each of the groupings was then used within a flexible regression modeling program. The program was fully automated and used the output of the CA / k-means clustering routine as input from the calibration data set. The program created a series of regressions for 1 variable, 2 variables, 3 variables and 4 variables with potential outputs being a (1) linear model, (2) linear model with component interaction (3) quadratic model and (4) quadratic model with component interaction. The input format of the variables was allowed to change between normal and log normal. This allowed for 16 potential models for 1 input variable, 112 potential models for two input variables, 96 potential models for three variables and 60 potential models for four variables for a total of 284 potential models. The program chose the best fit for each model scenario (1 variable model, 2 variable model, 3 variable model and 4 variable model) based on the lowest RMSE. The best fit Imax model scenario was then manually chosen from an analysis of the RMSE, correlation, visual analysis of the residuals and deviation of fit on the 1:1 line.

K and P\textsubscript{0} were also subsequently optimized using the same method described above where k and P:

$$k = -\frac{\ln(\frac{I_{\text{max}}}{I-1})}{P-P_0} \quad \text{eq. (5)}$$

$$P_0 = -\frac{\ln(\frac{I_{\text{max}}}{I-1})}{-k} + P \quad \text{eq. (6)}$$

However due to extremely low correlations of k and P\textsubscript{0} to any of the variables, these values were also used as constants. Equation 2, with the integration of the new Imax model, was explicitly solved from a series of given input values for k (between -1 and 1) and P\textsubscript{0} (between minimum and maximum P swe values) where the optimized values were derived from the minimization of the RMSE of the estimated and actual interception values from the calibration dataset.

4.2.4.4 Model upscaling

It is possible interception simulations based on a single model run using averaged canopy parameters over a grid area could be systematically offset as compared to interception averaged over individual point based model runs using local canopy parameters. In efforts to reduce the potential of systematic
bias upscaling from a point to larger scales, a stratified model approach was also integrated in to the model.

For upscaling from a point to a grid, the domain was split into a series of grid cells ranging from 16m$^2$ to 62500 m$^2$, where all internal measurement points within each grid cell were averaged. The grid sizes were chosen in order to avoid any overlap or sharing of internal grid points to neighboring grid cells of the same size. See figure 3 for an idealized representation of a field area and the grid domains. The 16m$^2$ grids included five internal measurements points within each grid for a total of 575 grids utilized for this study, the 64m$^2$ grids contained 9 points with a total of 575 grids utilized, the 200m$^2$ grids contained 67 points with a total of 143 grids utilized, the 2500 m$^2$ grids contained 276 points with a total of 35 grids utilized and the 62500 m$^2$ grids contained 1380 points with a total of 9 grids utilized.

The same approach was utilized as outlined above (section 2.4.3) to create the stratified model except the regressions were further parameterized using two threshold values governed by a canopy parameter. For example, if LAI was chosen as the parameter, with the threshold values being 3 and 5, the modeling domain would therefore be clustered into 3 zones (1) LAI ≤ 3, (2) 3<LAI<5, and (3) LAI ≥5 where a separate model would be utilized for grids or points in each of the three zones.

In order to choose the correct parameter as well as the threshold values of that parameter, dummy variables were integrated into the regression analyses which were given values of either 0 or 1, dictated by the two threshold values. A list of the threshold value pairs were automatically created by the program by first separating the range of the utilized parameter values into a series of equidistant step values (up to 100). These values (threshold one) were attached to a value from the same list of step values as long as the step size was greater than the first threshold (threshold two). For example, if LAI was used and ranged from a LAI of 1 to a LAI of 4, the equidistant step would range from 1 to 4 and the threshold pairs would be, 1,2 : 1,3 : 1,4 : 2,3 : 2,4 : 3,4. If the threshold pair, was 1,3: then the domain would be clustered into three zones: (1) LAI ≤ 1, (2) 1<LAI<3, and (3) LAI ≥3. Two extra variables (dummy variables) would be used within the regressions, with the first variable displayed as 1 when LAI
was $\geq 1$ and 0 when LAI was $< 1$ and the second variable displayed as 1 when LAI was $\geq 3$ and 0 when LAI was $< 3$.

The best fit threshold pair was optimized from a minimization of the RMSE when each regression run that utilized the threshold pairs was analyzed. The canopy parameter was also left flexible, where the program, as with the threshold values, also chose the best parameter based on a RMSE minimization. When the best fit run was found, the regressions were decomposed based upon the dummy variables giving unique equations for each range (3 equations for two thresholds).

![Figure 3](image)

Figure 3. Represents an idealized sampling grid (276 points) and grid cells. The grid cells were created in order to avoid any sample point sharing between grid cells. The 4mx4m grid cells contained 5 measurement points for a total of 16 per field area, the 8mx8m grid cells contained 9 points for a total of 16 per field area, the 20m x20m grid cells contained 67 measurements points for a total of 4 per field area, the 50mx50m grid cells contained 276 points and the 250m x 250m grid cells, which was a composite of 5 field sites, contained 1380 points.
4.3 Results and Discussion

4.3.1 Canopy parameter analysis

The generated canopy parameters varied greatly through space. For example, LAI varied from ~1.2-8.0 and total gap area varied from ~0 to 2270m$^2$. Figure 4 shows the CA / k-means clustering analysis of all canopy parameters. The traditional canopy descriptors, LAI and CC along with mean tree height showed a high degree of cross correlation (cluster one) and the strongest member (highest correlation to interception at Imax) was canopy closure (R: 0.76). The next smallest cluster grouped all area (total gap area, gap area to the north, gap area to the northeast, etc) estimates except those which had a southerly direction, with the strongest end member being total gap area (m2) (R. 0.76). The next cluster contained all direct incoming solar radiation components as well as distance to south and area to the south estimates with the strongest member being average daily PISR (R: 0.71). The largest cluster included all distance estimates except those to the south and diffuse incoming radiation estimates with the strongest end member being mean distance to canopy(m) (R. 0.83). Contrasting with the use of fresh snow density in the model framework (equation 3) utilized by both Schmidt and Gluns [1991] and Hedstrom and Pomeroy [1998]; fresh snow density showed extremely low correlations (along with storm temperature) within this dataset. Due to this, these parameters were not included in the CA / k-means clustering analysis(R <0.10). The correspondence / k-means clustering analysis gave similar results from prior analyses of all parameters to interception ratio (differential snow measurement in forest / newly fallen snow in the open). For a thorough results analysis of the CA/ k-means in regards to interception ratio, see Moeser et al. [2015].
4.3.2 $I_{\text{max}}$

$I_{\text{max}}$ was best estimated from the integration of 3 variables obtained from the aerial LiDAR data, (1) mean distance to canopy (m), (2) canopy closure, and (3) total gap area (m²) with a RMSE of 2.82 mm SWE, and an $r$ square of 0.75 (R: 0.86). See figure 5. The integration of the 4th cluster grouping from the CA analysis (PISR) added little skill to the final model and was subsequently omitted. Mean distance to canopy was created from the vector searching algorithm and represented the average distance to the closest canopy feature. Total gap area was also created from the vector searching algorithm and was an estimate of the total gap area from the perspective of the measurement point. Canopy closure was derived from conversion of the ALS data into a spherical coordinate system in order to create synthetic hemispherical photographs. The $I_{\text{max}}$ model and affiliated coefficients are shown in Eq. 6 and table three. The $I_{\text{max}}$ values within this study are considerably higher than in the prior works of Satterlund and Haupt [1967] and Schmidt and Gluns [1991]. However and as noted in
these papers, extrapolating results from branches and saplings to trees should exhibit increases in Imax values primarily from increased snow bridging effects from higher snow particle drop-off from upper to lower branches.

The Imax model proposed by Hedstrom and Pomeroy [1998], utilized LAI as a multiplier to equation 3 along with a static multiplier of 6.6 (for spruce trees). However the CA / k-means analysis showed reduced correlation when LAI (R: 0.58) was directly compared to interception as with CC to interception(R: 0.76). Correlations of snow density to interception were also minimal. This implies that at least when storm based Imax is estimated, (1) CC gives better estimations of Imax than that of LAI and (2) the surrounding canopy elements appear to play a larger factor on Imax than the density of the falling snow.

Table 3. Imax was derived from the highest efficiency storm event (13-Jan-2013) and is represented as a quadratic equation with the independent variables described from aerial LiDAR data. Each variable was transformed using the natural log. Imax has units of mm of SWE.

<table>
<thead>
<tr>
<th>variable (log)</th>
<th>m1</th>
<th>m2</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1 -- mean distance to canopy (m)</td>
<td>2.167</td>
<td>-3.410</td>
<td></td>
</tr>
<tr>
<td>X2 -- canopy closure</td>
<td>55.761</td>
<td>181.858</td>
<td>20.819</td>
</tr>
<tr>
<td>X3 -- total open area (m²)</td>
<td>-2.493</td>
<td>0.499</td>
<td></td>
</tr>
</tbody>
</table>

\[ \text{Imax} = m1(x1) + m2(x1)^2 + m1(x2) + m2(x2)^2 + m1(x3) + m2(x3)^2 + b \]  

eq.(7)
4.3.3 Interception

K and $P_0$ had negligible correlations to all canopy parameters as well as to storm temperature and snow density (eq. 4 and eq. 5). Due to this the K and $P_0$ were optimized from a minimization of the RMSE to 0.3 and 13.3 respectively. Interception is therefore:

$$I = \frac{I_{\text{max}}}{1 + e^{-0.3(P-13.3)}}$$  \hspace{1cm} \text{eq. (8)}$$

Where $I$ is interception in mm, and $I_{\text{max}}$ is eq. 7. The model can be used at sub storm event time scales from integration of the underlying efficiency distribution. Therefore, $P$ can be input at each time step as a summation of precipitation from when $I > 0$ (start of storm period). However, this model was created from data collected immediately after storm events, it inherently integrates unloading that occurs during the storm event. Due to this, such a model should not be used in tandem with an unloading function during storm events.

Figure 5. Compares $I_{\text{max}}$ estimated from the model with the actual $I_{\text{max}}$ values from the 13-Jan-2013 storm event. The model is represented as a black line with a RMSE of 2.82 mm SWE, and an $r$ square of 0.75 (R: 0.86). The 95% confidence interval of the model is seen as grey shading.
The model fit both the calibration and validation data sets well with an $r$ square ranging from 0.64 – 0.65 (R: 0.81) and an RMSE from 3.39 to 3.4 mm SWE (figure 6). The sigmoidal shaped efficiency model distribution (left tile, figure 7) shows a good fit with the actual data from each storm event (figure 8).

The Hedstrom and Pomeroy model showed an $r$ square ranging from 0.39 – 0.41 for the calibration and validation data sets as well as an RMSE ranging from 5.18 - 5.19 mm SWE (figure 6). This model showed a severe interception underestimation with estimated interception values over ~5, with the opposite holding true for values under this range. This is most likely due to the underlying efficiency distribution inherent within this model, which does not apply to this data set. Figure 7 exhibits the basic distribution differences between the two models. The Hedstrom and Pomeroy demonstrated an exponential decay of the efficiency from the beginning of snow fall, whereas the Moeser et al. showed an initial increase in efficiency until $I_{\text{max}}$ was reached, at which point the efficiency dropped exponentially. These differences

Figure 6. Performance comparison of the proposed interception model (Moeser et al.) to the model by Hedstrom and Pomeroy (1998). The calibration data (upper left) and the validation data (upper right) showed similar trends. The Moser et al. maintained an $r$ square of 0.65 / RMSE of 3.39 mm SWE, from the calibration data and an $r$ square of 0.64 / 3.4 mm SWE, RMSE in the validation data. The Hedstrom and Pomeroy model showed an $r$ square of 0.39 / RMSE of 5.19 mm SWE, within the calibration data and an $r$ square of 0.41 / 5.18 mm SWE, RMSE in the validation data and showed a substantial interception underestimation in both data sets.
were especially visible when the interception efficiency from the models were compared to the measured efficiency from each of the storm events (figure 8).

Figure 7. Comparison of interception model estimation distributions using mean canopy values and a precipitation data series from 1 to 30 mm with a 0.1mm step. The Moeser et al. model is seen in black and showed an initial exponential increase in efficiency before decreasing. The Hedstrom and Pomeroy model (in green) showed an exponential decrease in efficiency starting from zero. The Moeser et al. interception model showed an exponential increase (with the highest slope at P0) until Imax was reached at which point estimates level. The Hedstrom and Pomeroy showed increasing interception estimates with a slow reduction in slope until a maximum is reached.
As noted in section 3.2.2, the Hedstrom and Pomeroy [1998] model utilized LAI as a principle parameter to estimate $I_{\text{max}}$. This is further integrated within the Interception model and used as a divisor to CC and precipitation for the exponential decrease portion of the model [Hedstrom and Pomeroy, 1998; Pomeroy et al., 1998]. However, when used with this data set, the paring of these two parameters (LAI, CC) could cause potential cross correlation within the model (see section 3.2.1) highlighting the necessity of parameters which describe varying aspects of the overstory.

Figure 8. Comparison of measured interception efficiency from the 9 storm events (table 1) where mean efficiency from each event is shown in dark blue circles. The efficiency values ranging from 25% to 75% of mean interception are shown as a light blue band. Mean modeled efficiency values from the Moeser et al. model are shown as small black circles. The mean values from the Hedstrom and Pomeroy model are shown as green triangles. Note the large mean efficiency underestimation from the Hedstrom and Pomeroy model.
Each independent canopy parameter within the Moeser et al. interception model (mean distance to canopy, canopy closure, and total gap area) was visually analyzed for sensitivity to $I_{\text{max}}$, efficiency and total interception (figure 9). Mean distance to canopy showed the highest skill, with high correlations and low variance for the entire data series. Canopy closure demonstrated higher correlations and lower variance at both high and low values with the median values showing the highest parameter variance. Total open area maintained a fairly uniform correlation. However this parameter had a fairly distinct zone where parameter variance increased (~500-1000 m$^2$).

Figure 9. All dependent canopy parameters within the interception model showed high correlations to Interception (top panel), efficiency (middle panel) and $I_{\text{max}}$ (lower panel) and each resolved high percentages of explained model variance. Mean distance to canopy was the most skilled variable within the model and maintained low internal variance and high correlations for the entire variable domain. Canopy closure retained the highest correlations and lowest variance at both high and low values with the median values showing the highest parameter variance. Total open area maintained a fairly uniform correlation. However this parameter had a fairly distinct zone where parameter variance increased (~500-1000 m$^2$).
until mean distance to canopy was ~greater than 18m. Interestingly this threshold came much sooner in the data range of canopy closure (~less than 0.92) and total open area (~greater than 250). This implies that the lowest efficiency ranges (where mean distance to canopy is high, total open area is high, and canopy closure is low) are best captured by mean distance to canopy. The independent variable correlations at $l_{\text{max}}$ (eq. 7) showed no significant reductions when this was used within the interception model (eq. 8) also lending significance to the underlying sigmoidal model distribution curve.

### 4.3.5 Model upscaling

When the modeling domain was stratified, the canopy parameter which demonstrated the lowest reductions in RMSE was total open area with the affiliated thresholds optimized at (1) 250 m$^2$ and (2) 750 m$^2$. This created a separate model for three open area zones: (1) total open area $\leq$250 m$^2$ (2) total open area $>250$ m$^2$ & $< 750$ m$^2$ and (3) total open area $\geq 750$ m$^2$. The independent parameters are the same as the point based model (equation 7 and table 3), with the same underlying quadratic format and natural log conversion of independent variables. However, the coefficients have changed for each parameter from the point based equation. From a decomposition of the regression model, the dummy variables were removed giving unique intercept values for each open area group (table 4).

<table>
<thead>
<tr>
<th>Variable (log)</th>
<th>m1</th>
<th>m2</th>
<th>Intercept values</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>1.275</td>
<td>-3.292</td>
<td>20.895, 19.895, 18.895</td>
</tr>
<tr>
<td>x2</td>
<td>53.324</td>
<td>169.89</td>
<td></td>
</tr>
<tr>
<td>x3</td>
<td>-2.598</td>
<td>0.567</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Model coefficients and intercepts for the stratified model. Eq. 7 and 8 remain the same.
Table 5. Basic statistics comparing the stratified model and the Hedstrom and Pomeroy at various grid sizes. The stratified model maintained an RMSE (mm SWE) approximately half that of the Hedstrom and Pomeroy for all grid sizes as well as a doubling of the standard deviation (mm SWE) at all grid sizes representing the estimation spread and subsequent underestimation of the Hedstrom and Pomeroy at all grid sizes. See figure 10 for a visual representation.

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>16m²</th>
<th>64m²</th>
<th>400m²</th>
<th>2500m²</th>
<th>62500m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>r²</td>
<td>0.78</td>
<td>0.52</td>
<td>0.85</td>
<td>0.62</td>
<td>0.91</td>
</tr>
<tr>
<td>rmse</td>
<td>2.54</td>
<td>4.54</td>
<td>2.24</td>
<td>3.93</td>
<td>1.73</td>
</tr>
<tr>
<td>stdev</td>
<td>4.79</td>
<td>2.21</td>
<td>4.96</td>
<td>2.41</td>
<td>4.49</td>
</tr>
</tbody>
</table>

Figure 10. Comparison of the stratified model to the Hedstrom and Pomeroy model from 16m² to 62500m² grid sizes. While each model displayed an improved fit as the grid size increased, the Hedstrom and Pomeroy model demonstrated a significant underestimation at all grid sizes. See table 5 for a list of general statistics of each model. The point model derived similar results as to the stratified model.
The stratified model showed an improvement in the RMSE by a factor of 1.75 to 2.18 when compared to the Hedstrom and Pomeroy model at each grid scale. The standard deviation of the estimated interception was also higher by a factor of 1.95 – 2.17 within the Moeser et al. stratified model. These differences represented fairly substantial underestimations of interception as well significant spread in estimate confidence within the Hedstrom and Pomeroy model. However, both models showed an $r^2$ square increase at each grid size, due to the smoothing of data.

Figure 11. Taylor diagram comparing the: (1) Moeser et al point model (2) Moeser et al model with a stratified approach and the (3) Hedstrom and Pomeroy model at the point scale and all grid sizes from 16m$^2$ to 62500m$^2$. The standard deviation of the estimates and the actual data are plotted on the linear axes and represent the over or underestimation of the models. Model estimates that plot to the right of the actual data (for the appropriate grid size) represent an overestimation and model estimates which plot to the left represent and underestimation. The correlation is plotted on the log scale axis. RMSE at each grid size is directly proportional to the distance away from the actual data. The red arrows between the 62500m$^2$ grid series show the distance: RMSE relationship, with the RMSE values labeled in light grey. The Moeser et al. models showed improved skill at all grid sizes. The stratified approach, while showing negligible improvement in RMSE or correlation, showed slight improvements in estimation power from an improved representation of the datasets variability and resulted in smaller underestimations.
When the point based model was utilized for the grids, the results showed insignificant increases in the r square and RMSE (r square: 0.65 - 0.66 RMSE: 3.39 - 3.38) as compared to the stratified approach. Despite this, increased variability of the data was captured within the stratified model, which slightly improved estimates at all scales. Figure 11 is a Taylor plot of the models: (1) Moeser et al. point model, (2) Moeser et al. model with a stratified approach and the (3) Hedstrom and Pomeroy model at all scales. Due to the geometric relationships of the plotted statistics, the skill of the model can be quantified by both distance to the measured data as well as distance to the standard deviation lines of the measured data [Taylor, 2001]. The Pomeroy showed large underestimations for all grid sizes. The Moeser et al. point model showed smaller underestimates with improvements from the stratified approach at all scales.

### 4.3.1.6 Model improvement: efficiency distribution vs. canopy structure metrics

In order to differentiate how much of the modeled interception improvement was due to the use of canopy structure elements and how much to the sigmoidal interception distribution; we have created a model where I_max was estimated using just CC. The exact methodology which used in the prior models was implemented to create this comparative model, where I_max is:

\[
I_{\text{max}} = 71.55(\text{CC}) + 64.39(\text{CC})^2 + 17.71
\]

\[
I = \frac{I_{\text{max}}}{1 + e^{-0.29(\text{P}-13.2)}}
\]

Where CC was log transformed and k and Po have been optimized to 0.29 and 13.2 respectively (eq. 10). The model was fit to both the calibration and validation data sets with an r square which ranged from 0.49 – 0.53, and a RMSE of 3.96 for both data sets. This implies that for the calibration data set, ~48% of the improvement in the r square and ~67% of the improvement in RMSE is due to the inclusion of canopy structure metrics (mean distance to canopy and total gap area). While it was not possible to fully separate the underlying model distribution and the variables, this shows that in general the improvement is due to both, the underlying sigmoidal distribution as well as the inclusion of canopy metrics which describe the overall canopy structure (mean distance to canopy and total gap area).
It should be noted, that the Hedstrom and Pomeroy interception model was created in a cold boreal forest environment. Despite this, it is the only known model which the authors are aware which has been integrated into snow melt models which have a forest canopy module. This should emphasize that there may be a need for an alternative model which can better perform in other environments.

4.4 Conclusion

Storm based interception was accurately predicted across a large range of canopy closure and gap opening regimes (from $0m^2$ to $2250m^2$) from a database which included approximately 9000 manually measured interception points at 1237 independent points. The size and heterogeneity of both the calibration and validation datasets eclipses prior datasets utilized from interception modeling studies input data by over an order of magnitude. The model showed a good fit with increased performance dependent upon the grid cell size with $r$ square values ranging from 0.65 at the point scale to 0.91 at the largest $62500m^2$ grid scales. The RMSE showed a similar trend and ranged from 3.35 mm SWE to 0.93 mm SWE.

The stratified model results showed modest improvements in interception estimations with the most obvious benefits being an increase in variation captured within the interception dataset (figure 11). While the inclusion of a stratified model approach did improve the model at larger scales, it seems likely that the inclusion of parameters which describe large scale features such as canopy gaps (total open area) are sufficient alone to reduce the potential of systematic bias when upscaling from a point to larger grid sizes. However this needs to be further tested on scales larger than $62500m^2$ (the maximum allowable domain size within this study).

The distribution of storm based events within this dataset showed an underlying sigmoidal shaped distribution similar to prior interception studies [Satterlund and Haupt, 1967; Schmidt and Gluns, 1991]. Akin to those studies, this data showed an initial efficiency increase until $I_{\text{max}}$ was reached at which point the efficiency demonstrated a clear falling limb.

This model was compared to the most used snow interception model to date [Essery et al., 2009; Hedstrom and Pomeroy, 1998] and showed an $r$ square increase of 25% for the point scale as well as a
reduction in the RMSE by 53%. At all grid scales, the Hedstrom and Pomeroy model showed an RMSE increase of 75 – to 114% when compared to the Moeser et al. model. The Moeser et al. model showed a minor underestimate of all estimated interception values. However, when compared to the Hedstrom and Pomeroy model, this underestimate is reduced by ~40%. The principle deficiency leading to the substantial interception underestimates within the Hedstrom and Pomeroy model was due to the underlying exponential decay interception efficiency distribution. These underestimates were further offset from the use of an $I_{\text{max}}$ equation (equation 3) which integrated unique tree species specific multipliers from a study which derived them from the branch scale. As Schmidt and Gluns [1991] notes, extrapolating results from branch interception to that of a tree would exhibit efficiency and interception values greater than that for a single branch due to the increased probability of lower canopy structures collecting particle bounce.

The paired correspondence and k-means cluster analysis showed higher correlations of $I_{\text{max}}$ to the novel canopy descriptors than LAI and canopy closure. Mean distance to canopy yielded the highest correlations to $I_{\text{max}}$ (R: 0.83) and was the most significant variable within the model. This variable also increased model performance at low interception efficiency ranges and helps when using a gridded modeling approach in terrain with heterogeneous to light canopy. Total open area (R. 0.76) also showed high correlations to $I_{\text{max}}$ and no cross correlation issues with mean distance to canopy or canopy closure. The $I_{\text{max}}$ integrated within the Hedstrom and Pomeroy model utilized fresh snow density and LAI. However the initial correlation analysis showed reduced correlation of $I_{\text{max}}$ to LAI (R: 0.58) as compared to canopy closure (R: 0.76). Correlations of fresh snow density were also minimal implying that at least when storm based $I_{\text{max}}$ is estimated, (1) the overhead canopy elements play a larger part than the density of the falling snow and (2) the use canopy closure give more robust estimations than LAI. The analysis also showed a high degree of cross correlation between canopy closure, LAI and mean tree height negating the utility of a pairing of CC and LAI in one model.

The independent parameters from this model are easily derived pending the existence of aerial LiDAR data and the vector searching algorithm scripts used within this study can be easily transferred to other datasets. All scripts related to this algorithm are freely available upon request.
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Abstract

A new interception model was integrated in a snowmelt model and for the first time the spatial variability of forest snow was effectively represented due to the inclusion of new forest structure metrics. The model was tested at 1273 field points surrounding Davos, Switzerland, that feature an extremely wide range of canopy and forest structure. The behavior of the new model was compared against a widely applied interception model. Due to the inclusion of novel forest structure parameters (mean distance to canopy and total gap area) in the new model, simulated interception mimicked the horizontal layout of canopy structure, while the standard interception model yielded fairly homogeneous interception...
estimations even under highly heterogeneous canopy conditions. The large variance of estimated interception between points using the new model translated into significant effects on under-canopy snow water equivalent and snow depth. Precipitation conditions were also analyzed, and further differences between the models were related to storm intensity. In climates characterized by large storm events, the new interception model provides significantly higher interception estimations (i.e., lower under-canopy snow) than the standard model, whereas in climates characterized by small storms events, the new model yields lower interception estimations (i.e., higher under-canopy snow) in areas with moderately sized to large canopy gaps.

5.1 Introduction

Forests directly impact the snow accumulation and melt cycles over large areas. In the Northern Hemisphere, 20 percent of the seasonal snow cover occurs within forested regions, which accounts for 17 percent of the total terrestrial winter water budget [Guntner et al., 2007]. Primarily, the presence and structure of forest canopy affects the under-canopy snow distribution due to snow interception on the canopy and processes that lead to the release of intercepted snow, such as snow unloading and sublimation. Besides major implications for the water budget, the interplay of these mechanisms also affects albedo and the related energy transfer processes in forest regions.

 Intercepted snow estimates range from 0 to 80 percent of the total annual snowfall within forested areas and the longer intercepted snow remains in the canopy, the more sublimation can occur [Martin et al., 2013; Moeser et al., 2015b; Montesi et al., 2003; Storck et al., 2002]. Due to this, the spatially heterogeneous nature of interception leads to equally heterogeneous sublimation rates, which vary from 0 to 50 percent of the total annual snowfall in forested areas [Essery and Pomeroy, 2001; Essery et al., 2003; Hedstrom and Pomeroy, 1998; Lundberg and Halldin, 2001].

Many studies that have focused on forest-snow interactions, with initial research starting over 100 years ago. To date there have been four synthesis reviews of these efforts, which all highlight the complex nature of forest-snow interactions as well as sometimes disparate interception measurement methods.
and results [Bunnel et al., 1985; Friesen et al., 2014; Lundberg and Halldin, 2001; Varhola et al., 2010b]. In 2007, an assessment of the skill of current snowmelt models that include representations of canopy-snow interactions (Snow model inter-comparison project – SNOWMIP2) was undertaken [Essery, 2009; Rutter et al., 2009]. Within this project, not only was no best fit model found for the sites included in the study, but model performance showed much lower consistency for forested areas than for open areas. These findings underscore the sometimes overly simplistic representation of canopy structure in the underlying processes. All the models in SNOWMIP2 that utilized a snow interception module integrated canopy closure (CC) and/or leaf area index (LAI) to parameterize the canopy. However, prior studies showed that field points that have the same LAI or CC can have different large-scale canopy structures, such as open areas surrounding these points [Moeser et al., 2015a; Moeser et al., 2015b]. Furthermore, the importance of the greater forest structure has also been highlighted as a major factor dictating the under-canopy SWE accumulation patterns and timing of snow melt [Golding and Swanson, 1986; Lopez-Moreno and Latron, 2008; Lopez-Moreno and Stahli, 2008; Troendle and Meiman, 1986; Varhola and Coops, 2013; Varhola et al., 2010a; Veatch et al., 2009; Winkler and Moore, 2006; Winkler et al., 2005].

Despite the large amount of research on the interactions between forest canopy and snow, few studies have attempted to quantify this in the form of a mechanistically relevant interception model that can be integrated in a snowmelt model. Storck [2000] created a model for maximum interception capacity based on data from the Pacific Norwest of the US in the form of a temperature-based stepwise function that integrated LAI, and combined this with a constant interception efficiency (percentage of precipitation that is intercepted) multiplier which was first applied and tested by Andreadis et al. [2009]. Hedstrom and Pomeroy [1998] developed an interception model based on data from a boreal forest and were among the first to include canopy parameters (CC and LAI) and combined this approach with an interception efficiency function based on precipitation. This interception model has been widely used in the majority of the SNOWMIP2 models and is hereafter referred to as the ‘standard model’. Despite the fact that this is a major step forward, the model did not integrate snow bridging or branch bending, which were formalized in past studies [Satterlund and Haupt, 1967; Schmidt and Gluns, 1991a] by a
sigmoidal function of interception efficiency (i.e., interception divided by precipitation). Instead, the model used an exponential decay function that reduces interception efficiency with increasing precipitation during a storm.

In order to (1) better represent the interplay between local canopy characteristics (LAI, CC) and the greater canopy structure and (2) provide an interception efficiency function valid in Norwegian spruce forests, Moeser et al. [2015b] developed a new interception model. It utilized canopy closure, total gap area, and mean distance to canopy (see section 2.3) to characterize the canopy and the structure of the surrounding forest. It also integrated a sigmoidal interception efficiency function to represent snow bridging that reflects an initial exponential increase (representing snow bridging) of the efficiency to a maximum, and a subsequent efficiency decrease (representing branch bending). Here, this new interception model is integrated in a snowmelt model. Since the interception model was initially formulated as a function of total interception during a storm event, it necessitated adaptations to function appropriately within a dynamic, discrete-time model.

The principal goal of this study was to (A) implement the new interception model in an existing snowmelt model, the Factorial Snow Model (FSM; Essery et al., 2015), at hourly time steps under a range of canopy and forest structure conditions. The subsequent analysis will show, (A-1) how the inclusion of forest scale canopy metrics (total gap area, mean distance to canopy) better accounts for the heterogeneous nature of under-canopy snow, (A-2) how the use of a sigmoidal interception efficiency distribution affects the interception and under-canopy snow estimations, and (A-3) how this new model deviates from a model that features a standard parameterization of interception when used in different precipitation regimes.

5.2 Methods

5.2.1 Overview of the FSM model

The Factorial Snow Model (FSM) is a simplified multi-model approach currently under development and evolved from the JIM (Jules Investigation Model) modeling framework [Essery et al., 2013]. The JIM framework is an energy balance-based snowmelt model that allows for three different parameterizations
of seven snow processes, yielding 1701 potential model configurations [Essery et al., 2013]. From this and other projects no specific configuration was found to yield optimal snow mass simulations, however a group of configurations provided consistently better performances than others [Magnusson et al., 2015]. Thus, these groupings were used to guide the configurations of FSM for the present study. The FSM includes two potential parameterizations for five snow properties and processes: albedo, heat conduction, snow density, turbulent fluxes and liquid water content (see Essery et al. 2015 for details). None of the parameterizations for these snow processes are new, and similar guiding equations can be found in several models, including CLASS [Clark et al., 2015a,b,c; Verseghy, 1990], CLM [Oleson et al., 2010], HTESSEL [Dutra et al., 2010], ISBA [Boone, 2009; Douville et al., 1995], JULES [Best et al., 2011], MOSES [Cox et al., 1999], and UEB [Mahat and Tarboton, 2014; Tarboton and Luce, 1996]. The primary function of the FSM model is not necessarily for forecasting but rather for providing a framework to evaluate how new parameterizations function within a comprehensive snow model. For this study, we implemented a canopy module in FSM with two possible parameterizations for canopy snow interception and affiliated processes (unloading and sublimation), where one parameterization used the standard Hedstrom and Pomeroy [1998] interception model and the second parameterization used the Moeser et al. [2015b] interception model (see Section 2.5 for details). Both interception parameterizations used the same unloading and sublimation modules in order to directly test the sensitivity of the new interception model against the standard model. The addition of these two interception parameters (to the existing parameterizations for each of the 5 snow properties and processes, as outlined above) led to an increase from 32 to 64 model configurations.

Hourly meteorological driving data of incoming shortwave radiation - ISWR (W m⁻²), incoming longwave radiation - ILWR (W m⁻²), snowfall rate - Sf (kg m⁻²s⁻¹), rainfall rate - Rf (kg m⁻²s⁻¹), air temperature - Ta (K), relative humidity - RH (%), wind speed - V (m s⁻¹), and surface air pressure - Ps (Pa) were needed in order to run the model. In order to utilize the interception configurations, CC, LAI, mean distance to canopy (m), and total gap area (m²) were also needed at each point where the model was run.
Figure 1. Five forested field areas and two open areas are located at three elevation bands surrounding Davos. The box plots are LiDAR data cloud representations of the forested field areas. Each field area contains a measurement grid (50m x 50m) with 276 surveyed and marked points. Each field area has unique forest gap fractions and highly heterogeneous canopy characteristics, as displayed in the lower right corner.
5.2.2 Field areas

Snow data from five field areas and two open areas at three elevation bands were utilized for this study (Figure 1). These areas were part of a long-term forest snow research initiative set up in Fall 2012 by the WSL Institute for Snow and Avalanche Research (SLF). Each of the five areas had a size of 2500 m² and were chosen for study due their heterogeneous canopy cover which included larger scale forest properties such as forest openings. The stands are dominated by Norway spruce (Picea abies) and range in height from 0.5 to 45 m. The field areas have minimal terrain shading influence and low to no surface slopes. In each field area, a sampling grid was set up containing 276 points that were labeled and surveyed. Two open areas were also used (also part of the SLF forest snow research project) for comparison with the under-canopy measurements (see Figure 1 for a map outlining the location of the field areas as well as aerial LiDAR representations of the field areas). For more detailed information regarding the field sites, cf. Moeser et al. [2014].

5.2.3 Snow measurements

Snow depth (SD) and snow water equivalent (SWE) measurements were taken during the 2012/13 and 2013/14 winter seasons after all storm events (which had greater than 15 cm of SD in the open). SD measurements were taken at all sample grid points both in and outside the forest (1480 points in total). Total SWE was taken at twelve points per forested field area, and at two points per open field area.

Prior studies have utilized a variety of methods to quantify canopy interception, including weighing tree experiments [Hedstrom and Pomeroy, 1998; Nakai et al., 1994, 1999; Pomeroy et al., 1998; Satterlund and Haupt, 1967; Schmidt and Gluns, 1991; Storck et al., 2002; Suzuki and Nakai, 2008], Gamma Ray attenuation [Calder, 1991], time lapse photography [Bründl et al., 1999; Kobayashi, 1987; Nakai et al., 1999; Tennyson et al., 1974] and weighing lysimeters [Andreadis et al., 2009; Storck et al., 2002]. However, because of the large logistics effort required for these methods, no point-based data have been collected over large scales to date (see Friesen et al. 2014 for a detailed overview of measurement techniques). Thus, a method to indirectly measure interception was utilized. Snow interception was measured when specific ground and meteorological pre-conditions were prevailing: (1) solid crust on snow prior to storm, (2) no interception on trees prior to storm, and (3) low to no wind
redistribution during storm events. Nine storms in the two winter seasons met these conditions. In these cases, SD of the new snow on top of the crust was measured. Interception was determined as the difference between the depth of the newly fallen snow in the open areas and the SD in the forest at each grid point. Finally, all field points that were in positions that could have hindered the quality of the measurement were removed from the data set. This included points on top of stumps, on logs, in depressions or in areas where trees fell during the sampling campaign. This reduced the number of measurement points from 1480 to 1276.

The interception data were converted to water equivalent (SWE) using the fresh snow density model derived from the US Army Corps of Engineers [1956] by Hedstrom and Pomeroy[1998].

\[
\text{snow density} = 67.92 + 51.25 e^{(T/2.59)}
\]

Average air temperature (T) during each storm at each field site was derived from temperature lapse rates (individually derived for each storm event). These were based on an altitudinal gradient from four IMIS (Intercantonal measurement and information system) meteorological stations surrounding Davos, Switzerland, at 4 elevations bands: IMIS-KLO (Klosters) – 1560 m, IMIS-SLF (Davos) – 2140 m, IMIS-PAR (Parsenn) – 2290 m, IMIS-WFJ (Weissfluhjoch) – 2540 m. They yield an average RMSE of 0.38 °C.

5.2.4 Canopy and forest metrics

Aerial LiDAR data were used to derive all canopy metrics: CC, LAI, total gap area (m^2), and mean distance to canopy (m). LiDAR acquisition was carried out in September 2010 from a helicopter flyover using the Riegl LMS Q 560 sensor. The average echo density was 36 /m^2 with a shot density of 19 /m^2 (density of last returns).

Canopy closure was derived using the method from Moeser et al. [2014] where the LiDAR data were used to create hemispheric-like images (synthetic images) at all surveyed points. The synthetic images were processed using the software ‘Hemisfer’ [Schleppi et al., 2007; Thimonier et al., 2010], and LAI and CC were derived for each point. The LiDAR-based estimates of CC and LAI resulted in a
correlation of 0.93 for CC and 0.83 for LAI when compared to estimates based on true hemispherical photography at 112 locations within the field areas [Moeser et al., 2014].

Total gap area (TGA) and mean distance to canopy (MDC) were derived using a vector searching algorithm developed by Moeser et al. [2015a]. It analyzes the dimensions of open areas as seen from a specific point in 192 unique directions (in a 2D projection) and calculates the open area based on this directional analysis (TGA). MDC was defined as the average distance of each of the 192 search directions (distance from the point to a canopy element). This process was run for each of the 1276 forest field points.

5.2.5 Meteorological input data

All meteorological input data were collected from the SwissMetNet (automatic meteorological stations run by MeteoSwiss) station DAV2 (http://www.meteoschweiz.admin.ch/home.html?tab=overview). It is located <5 km from all field sites at 1594 m.a.s.l. (labeled as 'met. station' in Figure 1). For ISWR, ILWR, Rh, V, and Ps the measured values were used for all field areas, whereas Ta, Rf and Sf were adjusted to better match the specific meteorological conditions of each field area, as explained below. All data were used at hourly time steps.

Temperature was interpolated to each field area by applying the commonly used atmospheric lapse rate (Lr) of -6.5 °K per 1000 m of elevation gain:

\[ T_{corr} = T_{metstation} + L_r(Alt_{fieldstation} - Alt_{metstation}) \]  

where \( T_{corr} \) is the corrected temperature (at all time steps) for each site, which depends on the elevation difference (in meters) between the field stations (Alt.fieldstation) and the meteorological station (Alt.metstation).

The DAV2 station used a heated gauge to measure precipitation. Therefore a partitioning scheme was needed to separate solid (fsolid) from liquid precipitation (fliquid). There is a considerable amount of work on solid vs. liquid partitioning (Kienzle, 2008; Marks et al., 2013; Rohrer, 1989; Ye et al., 2013). However, a modification of the S-shaped function proposed by Kateveski and Kuczera [2007] was
implemented because it was locally calibrated. The threshold temperature, $T_p$ (1.2 °C), which denotes the temperature at which precipitation is 50% solid, and a further parameter, $M_p$ (0.4), which controls the width of the function, were calibrated at the nearby Weissfluhjoch meteorological station from prior work by Wever et al. [2014]:

$$f_{\text{liquid}} = \frac{e^{\frac{T_a-T_p}{M_p}}}{1+e^{\frac{T_a-T_p}{M_p}}} \quad \text{eq. (3)}$$

$$f_{\text{solid}} = 1 - f_{\text{liquid}} \quad \text{eq. (4)}$$

where $f_{\text{liquid}}$ and $f_{\text{solid}}$ are the relative fractions of liquid and solid precipitation, respectively.

The undercatch of solid precipitation from the heated gauge was corrected by a direct comparison of manual SWE measurements made at the station during the accumulation season from the past 35 years to the cumulative precipitation values from the gauge [as in Egli et al., 2009]. The data series was parsed to exclude time periods with temperatures over 0 °C. This gave a series of cold periods during accumulation. The difference between the first manual SWE measurement ($S_{\text{WE}t0}$) and last SWE measurement ($S_{\text{WE}t\text{end}}$) during each of the cold periods were calculated and divided by the total cumulated precipitation ($P$) from the gauge:

$$\text{undercatch} = \frac{(S_{\text{WE}t\text{end}} - S_{\text{WE}t0})}{\sum_{t0}^{t\text{end}} P_t} \quad \text{eq. (5)}$$

All undercatch estimates were averaged, and this value (30% undercatch) was used as a multiplier to the precipitation data from the gauge.

A strong precipitation gradient is present across the Davos region. In general, the sites at Laret and Drusatscha receive more precipitation than the Ischlag sites and the meteorological station (Figure 1). Due to this, a comparison was made between measured SWE at the Laret open area and at the meteorological station. The same was done for the Ischlag open area. The equivalent methodology as
the above undercatch analysis was utilized to account for the horizontal precipitation gradient per site and on a yearly basis.

5.2.6 New interception model

5.2.6.1 Description and changes

Moeser et al. [2015b] defined Imax (mm SWE), i.e., the maximum amount of interception on a canopy element, as a function of the log10 of mean distance to canopy (x1), log of canopy closure (x2), and log of total gap area (x3):

\[ I_{\text{max}} = 2.167(x1) - 3.410(x1)^2 + 55.761(x2) + 181.858(x2)^2 - 2.493(x3) + 0.499(x3)^2 + 20.819 \]  
\[ \text{eq. (6)} \]

The Imax function was combined with a sigmoidal distribution of interception where \( I \) or interception (mm SWE) was defined as:

\[ I = \frac{I_{\text{max}}}{1 + e^{-k(P-P_0)}} \]  
\[ \text{eq. (7)} \]

where \( P \) is total storm precipitation, and the constants \( k \) and \( P_0 \) are 0.3 and 13.3, respectively. However, this equation could not be directly implemented for time series data because storm precipitation cannot be used in a model framework that utilizes discrete model time steps. Therefore, this equation was changed to represent \( \frac{dI}{dt} \) (i.e., the rate of change of snow held in the forest canopy) per equivalent time step unit.

However, two hurdles were encountered when converting eq. 7 into a differential form. To ensure consistency with the law of mass conservation, \( \frac{dI}{dt} \) cannot exceed \( \frac{dP}{dt} \), or equivalently \( \frac{dI}{dP} \) must be \( \leq 1 \). However, while a rare occurrence, eq. 7 can result in interception rates that exceed precipitation rates for certain values of Imax (Figure 2).
If \( P \) is explicitly solved, then

\[
P = -\frac{1}{k} \ln \left( \frac{I_{\text{max}}}{I} - 1 \right) + P_0
\]

\( \text{eq. (8)} \)

\[
\frac{dI}{dP} = -\frac{kl}{I_{\text{max}}} I_{\text{max}} - 1
\]

\( \text{eq. (9)} \)

Eq. 9 must fulfill the condition of \( dI/dP \leq 1 \) in order to ensure no errors are introduced in the mass balance. Solving for \( I \) when the derivative of \( dI/dP \) is set to 0 and reinserting this term into equation 9 leads to the following constraint:

\[
\frac{kl_{\text{max}}}{4} \leq 1
\]

\( \text{eq. (10)} \)

When the initially proposed \( k \) of 0.3 and \( P_0 \) of 13.3 were used, eq.10 was not fulfilled with \( I_{\text{max}} > 13.3 \) mm of SWE. Therefore \( k \) and \( P_0 \) were re-optimized, but now with the constraint of eq. 10. The optimization process followed the exact methodology used for the initial model development [Moeser et al., 2015b], which was based upon the minimization of the RMSE of the actual vs. model values (from eq. 7). This led to updated values of \( k = 0.215 \) and \( P_0 = 12.483 \) (Figure 3).
The second hurdle was encountered when considering extremely low precipitation events, which were not present in the data used to develop the interception model, leading to overestimations (albeit very small) of interception efficiency because $I > 0$ for $P$ close to zero (equation 7, red circle in Figure 2b). This is a structural problem that cannot be circumvented when using this sigmoidal function. To account for this, the interception function was forced to pass through the origin by defining an interception threshold:

$$I_{\text{thresh}} = \frac{I_{\text{max}}}{1 + e^{-k(S-P_0)}}$$  \hspace{1cm} \text{eq. (11)}

$$\frac{dI}{dP} = I_{\text{thres}} / 5 \text{ mm, if } I < I_{\text{thres}}$$  \hspace{1cm} \text{eq. (12)}

![Figure 3. Left (a): Interception efficiency for $I_{\text{max}} = 13.0$ mm SWE. Right (b): Interception for $I_{\text{max}} = 13.0$ mm SWE. The blue lines represent the original Moeser et al. model (eq. 7 with $k = 0.3$ and $P_0 = 13.3$). The green lines show the recalibrated model ($k = 0.215$ and $P_0 = 12.483$). The black lines show the recalibrated and constrained model (from eq.11 and eq.12).](image)

### 5.2.6.2 Model implementation

To incorporate equations (7), (11) and (12) into FSM, a new variable, $P_{\text{total}}$ was introduced that cumulates precipitation and allowed for conversion between storm steps and uniform time steps. Thus, interception is calculated using the following set of equations.

$$I(t) = \frac{I_{\text{max}}}{1 + e^{-0.215[P_{\text{total}}(t)-12.483]}}$$  \hspace{1cm} \text{eq. (13)}

$$I'(t) = I(t) - \text{sublimation}(t) - \text{unloading}(t)$$  \hspace{1cm} \text{eq. (14)}
where $I^*(t)$ is interception at time $t$ with sublimation and unloading removed, and

$$R_{\text{total}}(t) = P^*(t - 1) + P(t) \quad \text{eq. (15)}$$

when $I^*(t) \leq I_{\text{thresh}}$:

$$P^*(t) = \frac{I_{\text{thresh}}}{5} P(t) \quad \text{eq. (16)}$$

when $I^*(t) > I_{\text{thresh}}$:

$$P^*(t) = \frac{1}{-0.215} \ln \left( \frac{I_{\text{max}}}{I^*(t)} - 1 \right) + 12.483 \quad \text{eq. (17)}$$

### 5.2.7 Standard interception model

The standard interception model from Hedstrom and Pomeroy [1998] defined $I_{\text{max}}$ as a function of LAI:

$$I_{\text{max}} = 5.9 \left( 0.27 + \frac{46}{\rho_{\text{snow}}} \right) LAI \quad \text{eq. (18)}$$

Where $\rho_{\text{snow}}$ (kg m$^{-3}$) is the density of falling snow and the multiplier of 5.9 is specific for spruce trees.

$I_{\text{max}}$ was combined with an exponential decay function of interception:

$$I = I_{\text{max}} \left( 1 - e^{-\frac{CC}{I_{\text{max}}} P} \right) \quad \text{eq. (19)}$$

where $P$ is precipitation. The model was implemented into the FSM following the method of Hedstrom and Pomeroy [1998] and Pomeroy et al. [1998].

### 5.2.8 Canopy snow removal: unloading and sublimation

#### 5.2.8.1 Unloading

Unloading is a complex process which is dependent upon precipitation characteristics (timing, duration, amount and density), wind (speed and direction), temperature, canopy characteristics, and branch flexibility. Due to these complexities, unloading represents a major research gap in forest snow hydrology to date [Hedstrom, 1998; Liston and Elder, 2006; Roesch, 2006]. Since the primary goal of this work was to analyze the sensitivity of a new interception algorithm by gauging its performance against a standard model, the standard unloading model could not be used, as it unloads different
amounts of intercepted snow on a canopy element in approximately the same amount of time. This eliminates any potential differences in snow on the ground from differing interception models. Due to this, we implemented (in both parameterizations of interception) a variant of the model introduced by Liston and Elder [2006] that was used in ‘SnowModel’ [Liston and Elder, 2006] and ‘AMUNDSEN’ [Strasser et al., 2008b; Strasser et al., 2004]:

\[
\text{unloading} = 5.8 \times 10^{-5} (T_a - 273.16) \quad \text{eq. (20)}
\]

where unloading (mm/second) is a direct function of air temperature (Ta in °K), gives an unloading rate of 5 mm/day per °K above 0 °C and is only applied when temperature is above 0 °C. We modified the stepwise function proposed by Liston and Elder [2006] to a continuous unloading function to allow for limited snow unloading snow even below 0 °C (starting from -5°):

\[
\text{unloading} = 3.022 \times e^{-(T_a-258.15)^2/63.28} \quad \text{eq. (21)}
\]

Like the original Liston et al. model, eq. 21 does not capture many of the complexities found in the unloading process. However, unlike pure temporal decay functions such as the standard unloading model, it accounts for temperature effects on unloading and can be used for discrete time steps at all temperatures (Figure 4).
Note that the new interception model implemented in FSM was developed based on data collected after storms that inherently included snow that was unloaded during snowfall. Due to this, the unloading function was not applied during snowfall events.

5.2.8.2 Sublimation

Sublimation of snow in the forest canopy is traditionally modeled by calculating the energy balance of snow on the forest canopy [Pomeroy et al., 1998]. However, in its current form, FSM does not have the capability to model the energy balance of snow on the canopy. Instead, a new sublimation model based on values typical for this area (calculated at a neighboring field site [Seehorn: 46.815, 9.856] from eddy covariance estimates) was developed. Minimum, mean and maximum sublimation values were evaluated, and a power function was fitted to incoming solar radiation data

\[
\text{potential sublimation} = 3.54 \times 10^{-4} \text{ISWR}^{1.070}
\]  

Eq. (22)

This power function reflects min/mean/max sublimation values, from the input of min/mean/max measured ISWR values from the meteorological station. Potential sublimation in mm/hour is the potential amount of sublimation that can occur during a time step \( t \) (Figure 5). Actual sublimation is dependent on the amount of snow remaining in the canopy (if any); if the amount of remaining canopy
snow is less than or equal to the potential sublimation rate then all remaining snow is sublimated. This model (eq. 22) gave an average value of 0.35 mm/day and a maximum of 3.48 mm/day of potential sublimation (from this data set). While this is a simplified approach, it produced reasonable values of sublimation that were comparable with prior studies (Table 1).

Table 1. Review of average and maximum sublimation rates as well as the fraction of annual snowfall sublimated from prior studies. *Assuming 5 months of Sf precipitation.

<table>
<thead>
<tr>
<th>mean rate</th>
<th>maximum rate</th>
<th>% sublimated</th>
<th>location</th>
<th>method</th>
<th>study</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 / hour</td>
<td>0.5 / hour</td>
<td>-</td>
<td>Scotland</td>
<td>mass balance</td>
<td>Calder et al. [1991]</td>
</tr>
<tr>
<td>0.51 / day</td>
<td>1.5 / day</td>
<td>-</td>
<td>Colorado</td>
<td>weighing tree</td>
<td>Schmidt et al. [1991b]</td>
</tr>
<tr>
<td></td>
<td>0.3 / hour /</td>
<td>-</td>
<td>Sweden</td>
<td>weighing tree</td>
<td>Lunberg et al. [1994]</td>
</tr>
<tr>
<td></td>
<td>3.3/ day</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.0 / 36 hour</td>
<td>-</td>
<td>Saskatchewan</td>
<td>-</td>
<td>Harding et al. [1996]</td>
</tr>
<tr>
<td>0.24 / hour</td>
<td>0.56 / hour /</td>
<td>38-45%</td>
<td>Saskatchewan</td>
<td>Gamma ray attenuation</td>
<td>Lundberg et al. [1998]</td>
</tr>
<tr>
<td></td>
<td>3.9 / 7 hour</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6 / day</td>
<td>2.3 / day</td>
<td>-</td>
<td>Japan</td>
<td>eddy covariance</td>
<td>Nakai et al. [1999]</td>
</tr>
<tr>
<td></td>
<td>2.5 / day</td>
<td>20-30%</td>
<td>global</td>
<td>model</td>
<td>Essery &amp; Pomeroy [2003]</td>
</tr>
<tr>
<td>1.0 / day</td>
<td>4.3 / 7 hours</td>
<td>14%</td>
<td>SW Oregon</td>
<td>weighing tree</td>
<td>Storck &amp; Lettenmaier [2002]</td>
</tr>
<tr>
<td>0.70 / day</td>
<td>3.7 / day</td>
<td>-</td>
<td>Colorado</td>
<td>eddy covariance</td>
<td>Molotch et al.[2007]</td>
</tr>
<tr>
<td>1.31-1.64 /</td>
<td>-</td>
<td>≤50%</td>
<td>Austrian Alps</td>
<td>model</td>
<td>Strasser et al. [2008a]</td>
</tr>
<tr>
<td>day*</td>
<td></td>
<td></td>
<td>N. America /</td>
<td>model</td>
<td>Ellis et al. [2010]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50%</td>
<td>Europe</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>32%</td>
<td>Colorado</td>
<td>mass balance</td>
<td>Wilm &amp; Dunford [1945]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24%</td>
<td>East. Oregon</td>
<td>mass balance</td>
<td>Miner &amp; Trappe [1974]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40%</td>
<td>-</td>
<td>-</td>
<td>Meiman et al. [1974]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32-36%</td>
<td>Saskatchewan</td>
<td>mass balance</td>
<td>Pomeroy &amp; Gray [1995]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32-45%</td>
<td>Saskatchewan</td>
<td>mass balance</td>
<td>Pomeroy et al. [1998]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39-45%</td>
<td>Yukon</td>
<td>mass balance</td>
<td>Pomeroy et al. [1999]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20-30%</td>
<td>-</td>
<td>-</td>
<td>Montesis et al. [2004]</td>
</tr>
</tbody>
</table>
5.2.9 FSM model application

The FSM model was run at 1276 points for the 2012 and 2013 field seasons. The FSM configurations for each of the interception models (standard model and Moeser et al.) were grouped at each time step and the median value at each step was taken. This gave median values (as well as a range) for each output parameter from the FSM (SD, SWE, etc) for each interception parameterization at each time step. The median values from each interception model were compared. Specifically, the sensitivity between the interception parameterizations was analyzed for the effect on (1) interception estimation, and (2) under-canopy SWE and under-canopy SD. These differences were primarily assessed using a comparison to the distribution of the forest canopy, in order to better estimate how well the forested environment has been represented and whether the heterogeneity of the forested environment has been captured down the modeling chain.
5.3 Results and Discussion

The initial interception model was successfully integrated into the FSM model at hourly time steps from the integration of equations 11 – 17. This new system of equations demonstrated a similar fit to interception events as the original storm-based model.

The Moeser et al. [2015b] model reproduced storm interception events with an R2 of 0.65 and RMSE of 3.39 mm. When k and Po were re-optimized using the constraint from eq. 10, no change was seen in R2, and the RMSE remained virtually the same (3.40). The standard model [Hedstrom and Pomeroy, 1998] had an R2 of 0.39 and RMSE of 5.19 mm. Below we have analyzed how these model differences transferred into contrasts in under-canopy snow and demonstrated how these contrasts relate to forest canopy characteristics.

The field points show a large spatial variation of canopy parameters, with total gap area ranging from 0 to 2250 m2, mean distance to canopy ranging from 0 to 23.7 m and LAI ranging from 1.2 to 8.0. Logically, these large variations should be seen in the results, with low interception at points with a high openness (high TGA and MDC) and high interception in areas with low openness (low TGA and MDC), with the closed canopy areas having even higher interception with progressively higher LAI or CC values. Furthermore, the trends in interception estimations as they relate to the canopy should also be seen in the under-canopy SWE and SD estimates.
5.3.1 Interception and under-canopy snow

Despite the fact that some simulated points showed similar under-canopy SWE estimations between the two interception modules (Figure 6, top), the majority of the points featured large deviations (Figure 6, bottom). The under-canopy SWE estimates using the Moeser et al. model were generally improved, due to the inclusion of new metrics of forest structure (i.e., TGA, MDC). Specifically, the largest differences between the two models were found at the canopy–open area interface and at open areas which were described by TGA and MDC.

Figure 6. **Top:** Comparison of under-canopy SWE at point A0-02 in the Drusatcha Medium (DM) field area when using the standard interception model (green) vs. the Moeser et al. interception model (blue) and their difference (red). While some field points feature similar under-canopy SWE estimates, such as this point, many points show substantial differences between the two interception modules.

**Bottom:** Difference of under-canopy SWE from the two interception models at all points (black), with the red difference line from point A0-02 (top) being displayed again in the lower panel.
To demonstrate this, two points with similar canopy closure (0.90 vs. 0.92) but different TGA (68.81 m² vs. 541.62 m²) and MDC (2.01 m vs. 10.75 m) that are located approximately 8 m apart were analyzed (Figure 7, for locations of the points see Figure 8). The use of the standard interception model yielded almost equivalent cumulative interception and sublimation estimates (and therefore also SWE and snowmelt), while use of the Moeser et al. model simulated substantial differences.

TGA and MDC had further effects on the behavior of the two FSM groupings (i.e., the Moeser et al. interception grouping and the standard interception grouping) on larger scales. Figure 8 displays the cumulative interception for all points within the Drusatcha Medium field area along with the overlying canopy structure. The open areas and canopy-open area interfaces can be visualized (Figure 8, left), and when these features are compared to the simulation output, significant differences between the modeling approaches become evident. Furthermore it displays (as with the point-based analysis in

**Figure 7.** The point on the left (A0-02) and the point on the right (A2-10) have similar CC values (0.90-0.92) but display very different forest scale metrics. **Top:** cumulative interception for the 2012/13 winter season. **Bottom:** cumulative sublimation for the 2012/13 winter season. Locations of these points can be seen within figure 8.
Figure 7) nearly equivalent cumulative interception estimates at all points within the field area when the standard interception model was applied (Figure 8, right). This is contrasted to the Moeser et al. model which displayed a significant cumulative interception estimation variance which closely mimicked the horizontal forest structure. At all points, the Moeser et al. cumulative interception estimates ranged from 25 to 310 mm SWE, whereas the estimates from the standard model ranged from 165 to 310 mm SWE.

Similar patterns were evident from the simulated under-canopy SD for the peak of the winter 2012/13 (Figure 9): the Moeser et al. model displayed much greater variation in estimated values, ranging from 55 cm to 83 cm on the ground, compared with 53 cm to 67 cm from the standard model.
Although both models showed some degree of absolute biases (of ~20 cm SD which can be seen in the disparate scale bars in figure 9), the Moeser et al. model output was more consistent with ground observations compared to the standard model. Absolute SD estimates from the Moeser et al. model features heterogeneous values and displayed a similar pattern as in the measured data. 

Figure 9. **Left:** Measured snow depth at the peak of winter 2012/13. **Center:** Simulated SD when using the Moeser et al. interception model. **Right:** Simulated SD when using the standard interception model. Similar to the interception estimates (Figure 7), the standard model showed fairly homogenous estimates throughout the field area, while simulated SD from the Moeser et al. model features heterogeneous values and displayed a similar pattern as in the measured data.

Figure 10. Comparison of simulated and measured under-canopy snow depth in the Drusatscha Medium field area. The negative correlation in the standard model is primarily due to interception overestimates in open areas. The RMSE of the Moeser et al. and the standard model are 22 and 29 cm of snow depth, respectively.
were reasonably close to observations, and the spatial pattern was very similar. This was not the case for the standard model, where some of the low simulated values (blue colors) were associated with high observed values (red colors; cf. Figure 10). This inverse correlation present within the standard model can be visualized within a plot of observed vs. modeled snow depth in figure 10. See section 3.4 for further analysis.

5.3.2 Unloading and sublimation
The larger range in estimation variance from the Moeser et al. interception model was also evident in simulated unloading and sublimation estimates. Sublimation ranged from a maximum of 0.79 to 3.48 mm/day SWE (depending on Imax), with a mean of 0.05 to 0.47 mm/day SWE, which amounted to 2.6 to 31% of total winter precipitation (or 3 to 42% of total winter snowfall). This was more than double the variance compared to the standard interception model (Figures 11, 12). Although these numbers would vary if other unloading and sublimation models were used, the magnitude of the estimation variance between the two interception models would remain similar since they are a function of the amount of intercepted snow on the canopy. Furthermore, these results were comparable to those of prior studies (Table 1).
5.3.3 Precipitation event size

The differences in the output of the two interception models were not only related to canopy structure variables. Structural differences between the models also resulted in varying responses to the size of precipitation events. Frequent small storms, which characterize the study areas, led to higher...
estimations of interception from the standard model compared to the estimations from the Moeser et al. model, whereas large storms, which are atypical of the area, led to lower estimations from the standard model. This was also evident from the storm event analysis [Moeser et al., 2015b, Figure 6] where interception was underestimated by the standard model for large storms and overestimated for small storms. This was due to the function describing interception efficiency (Figure 13), which in the standard model was modeled as an exponential decay. This allowed for large amounts of freshly fallen snow to be intercepted early in a storm event. In contrast, the Moeser et al. interception model started with a lower interception efficiency, which increased as the storm continued due to snow bridging and then decreased due to branch bending. While, for large precipitation events, both models may reach a maximum interception, the underlying efficiency has systematic consequences on the mass balance if a snow storm does not reach this point.

The effect of the precipitation distribution was visualized from an analysis of Ptotal, which is a proxy for cumulative storm precipitation (Figure 14). When Ptotal was ≥ 5 mm, the Moeser et al. model showed significantly higher hourly interception values than the standard model. When Ptotal was < 5 mm, the standard model displayed higher hourly interception estimations in areas with moderate to high MDC and TGA values. Thus, if the standard model is to be utilized in forests that are characterized by snow
bridging and large storm events prevail, the interception would be underestimated and under-canopy snow over-estimated. The opposite applies to areas characterized by frequent small precipitation events (such as Davos).

Figure 14. Analysis of the effect of precipitation distribution on simulated interception. P\text{total} is a proxy for total storm precipitation and was calculated every hour for the 2012 and 2013 season. At large storm events, the Moeser et al. model gives higher estimates than the standard model, whereas for small storms, the standard model gives higher values when the simulated areas have medium to high TGA and MDC values.

5.3.4 Sensitivity analysis

The FSM model used basic parameterizations of various processes [Essery et al., 2015], including the unloading and sublimation routines proposed in this paper. These simplifications can be seen in the difference between the goodness-of-fit statistics between interception estimates and the under-canopy snow depth estimates (Table 2, Figure 15). The correlation coefficient of under-canopy SD (for both interception models) was approximately 20% lower compared to the correlation coefficient of interception estimates. Still, the sensitivity behind using two disparate interception models could be analyzed relative to the forest structure. As the size of forest gaps increased (openness), the standard model lost the ability to estimate interception and under-canopy snow. The new model, however, showed no major degradation in the correlation coefficient as forest stand openness increased for the
interception and under-canopy snow estimates (Figure 15). This was due to the inclusion of forest metrics that were able to resolve where a point was located relative to an open area (i.e., open areas have low to no interception). This was contrasted by the point-based metrics in the standard model that were unable to determine where an open area begins and ends (LAI, CC).

Figure 15. All points were grouped into quartiles based upon mean distance to canopy and total gap area to represent openness (x axis). The solid lines represent the correlation of interception estimates and the dotted lines represent under-canopy snow depth estimates. Note that the standard model (in blue) demonstrates reduced correlations as compared to the Moeser et al. and the initial correlations quickly diminish as openness of the field points increases (increase in TGA and MDC) which is not as apparent in the Moeser et al. model.

Table 2. Comparison of the use of the interception models for under-canopy snow depth at peak of winter (04.April.2013) and interception. All points were grouped into quartiles based upon mean distance to canopy and total gap area to represent openness. For a visual analysis see Figure 15.
5.3.5 Transferability and research gaps

In spite of the key steps forward that are represented by the new snow interception model developed here, this project has highlighted the complexity of modeling under-canopy snow as well as several important research gaps.

Due to the indirect measurement technique for interception, no field measurements of unloading, melt and drip or sublimation were taken. Snow unloading is an extremely complex process that depends on the timing, duration, amount and density of precipitation (current and prior) falling onto the canopy (cf. section 2.8.1). Canopy and branch-bending characteristics in conjunction with precipitation further determine how much and where the snow will unload. Finally, temperature, wind and solar radiation dictate when the snow will unload. It is also common for snow to follow preferential unloading paths, e.g. when the unloaded snow falls from one particular side or section of the canopy. Research in warmer winter climates (e.g., Pacific Northwest, USA), beginning with work in Japan [Shidei et al., 1952] has also illustrated the importance of melt and drip processes (not modeled within FSM) and demonstrated its relationship to temperature [Clark et al. 2015b; Friesen et al. 2015; Lundquist et al. 2013; Martin et al. 2013]. However, quantifying the effects of intercepted snow on under-canopy SWE and runoff will not be fully possible until it is known how much and when intercepted snow falls to the ground in all climates.

It is unclear how this model (eq. 11-17) would perform for forest types other than Norway spruce. In principle, the benefits of the new Imax model that utilizes stand-scale metrics should be species-independent. Yet, it is unclear how the variables k and Po, which dictate the rate of interception efficiency and the maximum efficiency, may change if the model was transferred to new areas. It is possible that the formulation underlying these variables is related to snow density and/or tree species (as long as the constraint of eq. 10 is not violated). Intuitively, this makes sense: the denser or ‘stickier’ the snow, the higher the potential rate of snow bridging (up to a certain point at least).
Both interception models require detailed data to characterize the canopy. In both models, this is the primary crux in implementation over large model domains. LAI and CC (CC is utilized in both models and LAI is utilized in the standard model), require sufficiently high resolution remotely sensed data for effective derivation of these elements. Total gap area and mean distance to canopy (utilized only in the new model) have, to date, only been derived using high resolution LiDAR data. However, the estimation of these metrics does not require a high point cloud density. Furthermore, the algorithm that was used to derive these metrics first transformed the data into a grid, removing any dependence on a high point cloud density. TGA and MDC could potentially be derived from other, lower resolution gridded data sets. It is conceivable that photogrammetric methods could be used in place of aerial LiDAR data to accurately derive these metrics (TGA, and MDC). It is also possible high resolution aerial imagery could be used, provided that information on the photo angle is retained.

5.4 Conclusion

The conversion of a storm based interception model to a model applicable at discrete model time steps was successfully achieved by the derivation of a new system of equations (eq. 11 – 17), which allowed for a numerically stable implementation in a large-scale snowmelt model, FSM. Given that the new interception model inherently includes unloading during snowfall, these guiding equations can be used in other snowmelt models as long as the corresponding unloading model is not utilized during snowfall events.

The inclusion of forest scale metrics (total gap area, and mean distance to canopy) in the Moeser et al. interception model had major impacts on simulated interception. The largest differences between the standard and the new interception model were evident at the canopy-open area interfaces and the open areas. The standard model showed very little variation of interception estimates regardless of differences in total gap area or mean distance to canopy, with a maximum cumulative seasonal interception range of ~145 mm SWE between all points. This was contrasted by the new interception model, which showed a variance of ~285 mm SWE between all points and a better fit with measured data. The variance within the new interception model was dictated by the canopy structure, with high
interception values in dense canopy with low MDC and TGA values and subsequently lower interception estimates as MDC and TGA increased. Field points that feature similar CC can have very different large-scale canopy structures (MDA, TGA). However, the standard model is not able to discriminate between such points.

The spatial heterogeneity of the forest environment was also represented farther down the modeling chain in the new approach. Larger variations of under-canopy SWE / SD as well as sublimation were featured by the new model as compared to the standard model. The new interception module resulted in SD simulations that were consistent with the small-scale patterns evident from the ground observations. The updated FSM represents one of the first snowmelt models that is able to reflect the spatial variability in forest snow caused by local heterogeneity in the canopy.

The new function used to model interception efficiency had a systematic impact on interception estimates. It accounted for snow bridging and branch bending, where interception efficiency rose to a maximum with increasing precipitation and then decreased. This was contrasted by the standard model, which featured an exponential reduction of interception efficiency as precipitation increased. These differences demonstrated, at least for these study areas, which are characterized by frequent small storms, higher estimates of interception from the standard model in areas with moderate to large open areas. The opposite was also true, with large storms, the standard model led to lower estimates in all openness regimes. If the Moeser et al. interception model was implemented for climates characterized by large storms events, it would yield significantly higher interception estimations than the standard model (and subsequently lower under-canopy snow estimates).

While the benefits of the inclusion of new canopy structure parameters (MDC, TGA) should be universal, it remains to be seen whether a sigmoidal interception function is also suitable for other climates or other tree species. Further research should address the applicability of this interception model in different forest regions worldwide.
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6. **Synthesis**

6.1 **General Discussion**

**Filling the research gaps:** A new interception model valid for discrete time steps, various scales and heterogeneous canopy structures was developed and implemented as the sum of the work described in chapters 2-5. The model was designed to fill several research gaps (RG) that had been highlighted in the most recent snow model inter-comparison project (Snowmip2), which assessed the skill of snow melt models in forests. This assessment revealed a much lower consistency of snow melt model results for forested areas than for open areas. The project further highlighted the limitations of the sometimes overly simplistic representation of canopy structure within the models. Specific findings revealed a particular need to:

- **RG1:** Predict SWE under forest canopies relative to SWE in the open and improve the consistency of model simulations between open and forested sites.

- **RG2:** Understand the partitioning of snow precipitation that i) immediately reaches the ground, ii) is intercepted by the forest canopy and subsequently unloaded to the ground, and iii) remains intercepted until sublimating into the atmosphere.

Intuitively, the spatial distribution of under-canopy SWE should mimic the overlying canopy; extensive field work from the largest forest snow data set ever collected has demonstrated this (1932 surveyed under-canopy points and 84000 manual measurements). The simulation results further showed similar snow distribution patterns and predicted under-canopy SWE relative to open areas at a resolution never before obtainable (RG1). Thus, this is the first model to effectively and accurately represent small-scale snow distribution heterogeneity under forest canopies based on an improved partitioning of ‘snowfall which is intercepted’ vs. ‘snowfall which immediately reaches the ground’ (RG2).
This research has shown that simplified representations of canopy structure – often present in earlier interception models (such as LAI and CC in the standard model) – deliver homogenous results that are incapable of representing the heterogeneous nature of the canopy and its effects on snow cover dynamics. The new model integrates novel canopy metrics (total gap area around a point [TGA] and mean distance to canopy from a point [MDC]), which quantify the size and generalized location of a forest gap around a point. Two physical processes were readily evident in the field data: snow bridging and branch bending. The inclusion of these processes represented a major deviation from the underlying interception modeling assumptions in many earlier efforts. The pairing of these processes with larger-scale forest metrics (TGA, MDC) has allowed for the first time to accurately represent the extreme spatial variability of forest snow. These differences from the standard model not only provide better representations of interception and under-canopy snow at the point scale, but they also allow for improved snow modeling over larger areas.

**Evaluation of past research:** This research provided a unique opportunity to review older findings, examine them from a new perspective and integrate them into novel interception model.

The model developed in this thesis represents a synthesis of ideas from earlier research extending over more than a century. A fitting example is the work of James Church. In 1912 he described the snow holding capacity of a forest as a ‘honeycomb matrix’ (see Introduction) and stated that the snow-holding capacity of a forest depended on canopy density and the ‘closeness of trees to each other’. He also concluded that the water holding capacity of a forest gap was directly proportional to the height of the surrounding trees. Based on research dating back to the time of Dr. Church we know that two points with identical LAI but with different canopy gap distributions may feature different SWE values. Until now, however, snowmelt models have only included descriptions of interception through canopy density metrics (CC, LAI) and were not able to differentiate between such points. The inclusion of forest stand scale metrics in snow models can decipher how the canopy density of a specific element is positioned relative to the surrounding canopy structure, or in the words of James Church, the ‘closeness of trees to each other’.
Satterlund and Haupt (1967) quantified snow bridging and branch bending from their observations in temperate coniferous forests and proposed a sigmoidal model to represent these phenomena. Until now, no snowmelt models have integrated the interplay of these mechanisms; instead they used exponential decay functions or static multipliers of incoming precipitation to represent interception. Our interception dataset (~8500 measurements) demonstrated snow bridging and branch bending and was regularly observed within all of the field sites. We also advanced the ideas of Satterlund and Haupt by updating and integrating the sigmoidal curve into the new interception model.

**Development of new ideas:** Novel canopy metrics were developed and integrated which no longer limits snowmelt models to forest descriptions from traditional parameters and techniques.

The quantity and quality of remotely sensed (RS) data such as ALS are constantly improving, and large areas of the world now have data available. The primary advantages of RS techniques for forest research lie in the ability to quickly assess large areas. This allows for the derivation of large-scale features, which is not possible with standard ground-based methods such as hemispherical photography. In order to accurately apply an interception model over heterogeneous forests, information is needed, among others, on the position of canopy openings (gaps) relative to the surrounding canopy. This necessitates the development of new canopy metrics that represent such forest stand-scale metrics for a point.

A novel method was created from ALS data to estimate various aspects of gap openings around a point. The vector-searching algorithm detailed in Chapter three has automated the process of determining two important forest metrics: TGA and MDC. These metrics were able to effectively constrain the interception model in terrain that is characterized by highly heterogeneous canopies. Earlier interception models were prone to interception overestimates within forest gaps and these metrics are able to considerably reduce these errors. When used in tandem with CC, these parameters act as a generalized coordinate system by defining the size of a gap (if any) around a point and determine its relative position within the gap.
6.2 Conclusion

6.2.1 Remote sensing

**Synthetic images:** As with all methods that employ RS to estimate canopy density, the principal improvement over ground-based methods is the ability to characterize large areas in a relatively short amount of time. The synthetic images can be directly compared to the validation data (hemispherical photos). Even when no hemispheric photo is available for comparison, the synthetic images provide a visual analysis to qualitatively validate the output metrics which removes the ‘black box’ output quandary from standard RS techniques.

The synthetic images accurately estimated CC and LAI when compared to hemispherical photographs ($r: 0.93$ / RMSE: 0.037 for CC and $r: 0.83$ / RMSE: 0.813 for LAI) for almost 2000 points in the field sites. This method has several advantages over the standard ALS derivation method. First, the standard method was not able to predict LAI at values above 4. Second, the standard method demonstrated a universal underestimation bias of almost an order of magnitude, which required a secondary regression to offset. Although the standard method performed well for CC ($r: 0.91$), a significant underestimation bias was evident, and similar to the LAI estimates (using the standard method), this required a secondary regression to calibrate the offset.

Potential incoming solar radiation (PISR) was analyzed from the synthetic images and resulted in a simulated radiation regime (time series) at each field point. This method allowed for a flexible partitioning of direct and diffuse incoming radiation that was dependent on the time and point used. This method demonstrated average correlations from 0.90 to 0.94 when compared to a series of radiometer surveys at 30 points during clear sky conditions. The direct and diffuse radiation components were well represented at all values of canopy closure up to 0.85. Yet, for CC >0.85, the direct radiation component was underestimated and required a scaling function.

**Forest structure metrics:** For more robust modeling at scales greater than the point scale, the greater canopy topography needs to be analyzed. A vector searching algorithm was developed to describe large scale forest features and derived over 50 parameters intended to describe canopy openness.
around a point. As with the synthetic images, this approach allowed for (1) a rapid characterization of large areas and (2) the derivation of parameters for each field point in a period of minutes. All parameters were then correlated to the field-based interception ratio measurements. A novel pairing of correspondence analysis and k-means clustering was used to analyze the potential cross-correlations between each parameter. The analysis highlighted variables highly correlated with interception ratio: mean distance to canopy and total gap area, which also demonstrated low cross-correlation. LAI, however, displayed a low correlation with interception ratio and a large cross-correlation with CC. This implies that the use of LAI with CC, as done in the standard interception model, does not provide better estimations of interception ratio than CC alone. Rather, a pairing of CC with larger-scale metrics such as TGA and MDC would allow for not only a better representation of the interception ratio in a uniform forest, but particularly in areas with heterogeneous canopy cover.

The vector-searching algorithm and the synthetic image creator have been programmed flexibly in order to be applicable to other data sets. Each program is available upon request and contains sample datasets and basic user guidelines. All parameters associated with the respective program can be easily manipulated in order to fit specific datasets.

6.2.2 Interception modeling

Storm Interception Model: Storm-based interception was accurately modeled for a large range of canopy densities. The model displayed a good fit at the point scale ($r^2$: 0.65 / RMSE: 3.35), which represents a 25% increase in the $r^2$ and a reduction of 53% of the RMSE when compared to the standard interception model. The standard model was characterized by a significant underestimate of interception for larger storms as well as an overestimate for small storms. This was primarily due to the use of an exponential decay function that did not account for snow bridging. In contrast, the Moeser et al. model integrates a sigmoidally shaped distribution of interception efficiency, which accounts for the effects of snow bridging between canopy elements as well as branch bending. However, only half (52% of the $r^2$ and 33% of the RMSE) of the improvement of the Moeser et al. model could be attributed to the underlying distribution.
The other half was due to inclusion of canopy metrics that described large-scale forest features: MDC and TGA. These features permitted better performance under heterogeneous canopy terrain. Primarily they allowed for differentiation between ‘points with similar canopy closure (or LAI) situated near or in a canopy gap’ and ‘points with similar canopy closure (or LAI) not situated near or in a canopy gap’. These metrics further allowed for improvements when the model was up-scaled to larger grid cell sizes: increased correlation and decreasing bias were observed in both models. Yet, as grid cell size increased, the Moeser et al. model displayed much higher decreases of RMSE (75% - 114%) when compared to the standard model.

**Interception model implementation:** The storm-based Moeser et al. model (from chapter 5) necessitated conversion to a model valid at discrete time steps. This required the derivation of a new system of equations as well as a new variable, Pstorm. This variable accumulates precipitation and thus creates the link between the ‘storm step’ and uniform time steps. Pstorm, in conjunction with the system of equations (eq.11 – 17 in Chapter 6), allows the model to be implemented into any snowmelt model as long as the affiliated unloading module is not utilized during snowfall events. Even though the model could be applied at discrete time steps during inter-storm periods, the model is based on data collected after storm events. As a result, unloading is naturally integrated into interception estimates during storm events.

This new model features a high degree of variance in the interception estimates between each modeled point and dictated the layout of the overlying canopy structure. These results deviate significantly from those of the standard model primarily within canopy gaps and at the canopy-open area interface. Furthermore, the standard model shows relatively little variance regardless of the position relative to canopy gaps, and has a two-fold decrease in variance between points as compared to the new model.

Lastly, the new model represents the heterogeneity of the canopy down the modeling chain. Application of the new model leads to approximately twice the variance of under-canopy SD, under-canopy SWE and sublimation of intercepted snow when compared to the standard model. Similar to the interception
estimations, the variation of these estimates was tied directly to the spatial distribution of the canopy structure. This is not evident from the standard model.

### 6.3 Limitations and Research Recommendations

#### 6.3.1 Snow unloading

The synthesis of Chapters 2 through 5 filled several research gaps that had been highlighted in the Snowmip2 project (RG1 & RG2 above). However, part ii of RG2 – i.e., the partitioning between snowfall that is intercepted and snowfall that is unloaded from the canopy – was not fully investigated due to the requisite time involved in order to create such a model. Yet, there continues to be a need for a model capable of capturing the process of snow unloading. Specifically, this work has shown that quantifying the effects of intercepted snow on under-canopy SWE and runoff will not be fully possible until it is known how much and when intercepted snow falls to the ground.

Snow unloading is an extremely complex process that depends on the timing, duration, amount and density of precipitation (current and prior) falling onto the canopy. Canopy and branch-bending characteristics in conjunction with precipitation further determine how much and where the snow will unload. Finally, temperature, wind and solar radiation dictate when the snow will unload. It is also common for snow to follow preferential unloading paths, e.g. when the unloaded snow falls from one particular side or section of the canopy (cf. Introduction, figure 1d). The interplay of these factors creates large spatial heterogeneity of snow unloading that current models do not account for, as reviewed below.

The standard unloading model developed by Hedstrom and Pomeroy (1998) assumed that unloading is proportional to the intercepted snow load and decreases exponentially as intercepted snow decreases. The model unloads all snow off a canopy in the same amount of time regardless of the initial amount of snow in the canopy. Liston et al (2006) created an unloading mechanism based on air temperature, with unloading occurring only after air temperature was >0 °C. Finally, Rösch et al. (2001) combined these two approaches and further included wind as a determinant of unloading. The wind thresholds used in this model, however, were chosen in an arbitrary manner. None of these models have
integrated field data explicitly, and thus cannot effectively represent the complexity of the phenomena. While the new interception model integrated unloading processes during storm events, there is still a need for a stand-alone snow unloading model applicable in all precipitation regimes.

6.3.2 Small precipitation events
Indirect measurements of interception have clear advantages. Most importantly, they allowed for measuring a large number of points under a variety of canopy constraints, which would simply not have been feasible with direct measurements (e.g., weighing tree experiments). However, indirect measurement limited the present research to storm sizes >15 cm of SD (in the open), which necessitated assumptions of interception efficiency during small events. It remains unclear whether interception efficiency during small precipitation events demonstrates the same characteristics as during larger events. For example, Schmidt and Gluns (1991) showed that during very low precipitation events, initial interception efficiency decreased before an efficiency increase was measured (~1 mm SWE and less). Supplementing the present work with direct interception measurements would be highly useful to improve the model assumptions during small storm events.

6.3.3 Model transferability: climate and canopy conditions
This model was calibrated and validated in one region. Still, the benefits of the new model structure parameters and should be universal. Yet, it is unclear how the variables k and $P_0$, which dictate the rate of interception efficiency and the maximum efficiency, may change if the model was transferred to new areas. It is possible that the formulation underlying these variables is related to snow density. Intuitively, this idea makes sense: the denser or ‘stickier’ the snow, the higher the potential rate of snow bridging (to a point). In this study (Chapter 4), however, these variables displayed no correlation with snow density, although it remained unclear whether this was due to the small range of densities and/or the limited number of storms that were measured.

It is also possible that these variables are a function of tree species (when TGA and MDC are low). Norway spruce, the dominant species in this study, typically has flexible and slightly upturned branches (depending upon tree size). This had a large impact on the potential canopy surface area as weight
was applied to the branches. These characteristics as they relate to interception efficiency can be mechanistically described in the following idealized example:

When snow falls, the upturned branches bend downward. As the branches reach the planar position (~90° angle relative to the trunk), the potential snow surface area of the canopy reaches a maximum. When more weight is applied past the planar position, the surface area decreases. Dependent on the prior branch angle, the potential snow surface area can be augmented or attenuated by snow bridging.

Bründl et al. (1999) quantified the above relationship in a unique experiment in which ping-pong balls were hung on the branches of a Norway spruce tree. The offset of the balls as induced by snow load was quantified using time-lapse photos during storm events. There is no research to date, however, that has quantified these relationships for different tree species. Thus, the new interception model developed in this research should be tested in other areas to judge whether tuning of these parameters is in fact needed and if so create a tuning parameter based on climate conditions and/or tree species.

6.3.4 Synthetic image point size distribution

The creation of the synthetic images required a point size distribution to be defined. That is, when canopy elements defined from ALS occurred close to a predefined center point, a large point size was printed within the image. A small point size was printed when an ALS element was far from the center point. The point sizes were linearly distributed from small to large and the distribution range was optimized using a comparison to hemispherical photos.

The point size range, however, depends on the echo density of the ALS data. This requires a re-analysis of the point size range if other datasets with different echo densities are used to generate synthetic images. However, it is possible that the ALS point cloud density could be integrated into a general scaling function of the point size range. A logical next step would therefore be a comparison of ALS data of differing echo densities to hemispheric photos in order to derive such a function.
6.3.5 Vector-searching algorithm

The vector-searching algorithm utilized a smoothing function (neighborhood cell mean filter) in order to manage erroneous ALS data scatter. In order to implement the data smoother, the CHM (canopy height model) from the ALS cloud was transformed into a raster. A smoothing factor was integrated with the smoothing function that represented a minimum canopy density that was required to be considered a canopy element. In this case, the smoothing factor was optimized to 0.9, i.e. 90% of the surrounding raster cells (¼ m x ¼ m in size) must also have canopy elements to be considered canopy. It is unclear if the optimized smoothing factor and optimized raster cell size would change if other data sets were employed. As with the point size distribution, a comparison of varying ALS point cloud densities could be used to arrive at a general function to determine the optimal smoothing factor and raster size.

This algorithm uses data converted to a raster; therefore a high point cloud density is not necessarily needed. It is possible that other RS data sources could be used in place of ALS. The use of other techniques such as photogrammetry could represent a significant cost and time savings as compared to the high equipment and data manipulation cost inherent to large ALS flyovers.

6.3.6 Research continuum

Despite the above limitations, this research is a major step forward and greatly improves the process understanding and modeling of snow interception. The effects of interception on under-canopy snow melt processes can now not only be effectively represented but also related to canopy structure characteristics. It is hoped that this work, like much of the significant prior work upon which it is based, will also be used as a stepping stone for improved understanding and modeling of forest snow processes in the future.
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Moeser, D., J. Roubinek, F. Morsdorf, T. Jonas; “Snow Distribution Dynamics Under The Forest Canopy,” poster presentation, American Geophysical Union meeting, San Francisco, California, December 2013


Jonas, T., D. Moeser, F. Morsdorf; “Linking Forest Snow Distribution Measurements with Canopy Structure Data,” Presented by Dr. Tobias Jonas at the American Geophysical Union meeting, San Francisco, California, December 2012

Jonas, T., D. Moeser, J. Magnusson, M. Bavay; “Validation of Multiple Approaches for Modeling SWE Distribution and Subsequent Snowmelt in a Small Alpine Watershed,” Presented by Dr. Tobias Jonas at the International Union of Geodesy and Geophysics, Melbourne, Australia, July 2011


Computer competencies
- Programming – Matlab, R
- GIS Software
- Statistical modeling software
- Data Logging Software

Hydrologic and engineering equipment competencies
- Creation, Installation, Maintenance and Interrogation of:
  - Automated stilling wells / hyporheic zone samplers / ground water monitoring wells / piezometers / V notch weirs
- Use/Installation, Maintenance and Interrogation of:
  - AA, flow mate, Marsh McBurney and Pygmy flow meters / Parshall flumes / precipitation gages / pressure transducers
  - Snow pillows / Federal snow samplers / snow tubes
  - Wireless sensor networks of snow depth and temperature sensing nodes
  - Ground penetration radar
  - Terrestrial laser scanning
  - Total station and other surveying equipment

Volunteer experience

- Chaired the 2009 fundraising campaign for student engagement experiences in Cameroon and Guatemala for the implementation of sustainable water systems
- Served on international trip planning committee

- Performed water quality analyses of abandoned mine waters surrounding Silverton, CO
- Analyzed and aggregated water quality data for the newly formed Silverton area water quality database

Languages
- English – Native proficiency
- German – CEFR level B2
- Spanish – CEFR level B2